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Abstract. Feature-intensity differences exist between different modal images; hence, complementary features 
are easily ignored or drowned in most multimodal image fusion algorithms. In this study, a novel two-stage 
fusion algorithm is proposed to reduce the loss of complementary features. The fusion algorithm is divided 

into two stages: the first stage adopts the multiscale transform based on the hybrid  0 1  layer decomposition 

and Gauss filter to decompose the source images into the structure-, large-scale-, and detail-layer images. 
Further, the previous fusion images were generated using a linear combination of one kind of modal image 
and the different feature layer images of the other type of modal image; this eliminated the differences be-
tween the images of the different sensors. The second stage enhances feature fusion and improves the fusion 
effect. The previous fusion images are decomposed by using non-down-sampling shear wave transform 
(NSST), and the low-frequency fusion images are respectively fused using principal component analysis 
(PCA) and local engineering texture; subsequently, the different fusion images are integrated by using local 
contrasting weighting to obtain the final fusion image of the low-frequency images. High-frequency images 
are respectively fused by using the local standard deviation matching degree of the exponential function and 
the local modified spatial frequency weighted average and then the different fusion images are integrated by 
using a weighted average to obtain the final high-frequency fusion images. Finally, the f﻿inal fusion image is 
obtained by the inversion of the NSST. Results show that the fusion images quality have considerably im-
proved and is sufficiently clear.
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1  Introduction

The sensors of the imaging mechanism can capture different features of the detected scene. The visible image 
may have a favorable visual effect and rich, detailed information under suitable weather conditions. The infrared 
polarization intensity images have rich detail and local contrast features. The infrared images have a strong con-
trast between the target and background, and infrared imaging works in all weather conditions, but the infrared 
images lack detailed features of the scene [1]. Computed tomography (CT) images describe the hard tissue fea-
ture, primarily the structure feature and have a high spatial resolution; magnetic resonance imaging (MRI) de-
scribes the soft substance feature and describes the detail feature. A single modal image cannot fully describe the 
full features of the target. Image fusion can fuse the complementary features of the different modal images into 
a single image, and the fused image can completely describe the feature of the object. Thus, multimodal image 
fusion has important applications in state situation awareness, target detection, driverless driving, and accurate 
diagnosis.

Image fusion is classified into spatial domain fusion algorithms, transformation domain fusion algorithms, 
sparse representation (SP), deep learning fusion algorithms, and hybrid fusion algorithms. Spatial domain fusion 
algorithms, such as weight averaging and principal component analysis (PCA), are simple and rapid. Multimodal 
images have been integrated using PCA previously [2], indicating that the fusion image can preserve the main 
features of different modal medical images and operate effectively. However, in the spatial fusion, the large pixel 
values and the regions with large local energy occupy large fusion weights, such as the strong contrasting region. 
Fusion algorithms based on the spatial domain can easily lose both contrast and texture features [3, 4]. 
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Fusion algorithms based on the SP mainly extract the detail feature and fine texture feature [5]. This method 
[6] adopts joint sparse representation to fuse the medical images, and the reference [7] uses directional dictio-
naries to fuse the different frequency sub-band images. F. Fatemeh et al. [8] trained the dictionary basis through 
offline learning methods. These fusion methods based on the SP afford a suitable effect. However, during the fu-
sion processing, the structure features and local contrast features are easily lost. The key to the SP fusion depends 
on the training sample and the construction approach. Thus, dictionaries do not always meet the requirements of 
multiple scenario fusion. Liu [9] analyzed different fusion algorithms based on SP, and the dictionary is the key 
of obtaining a suitable fusion effect.

Fusion algorithms based on the transform domain are mainly multiscale transforms. The source images are de-
composed into low-frequency sub-band images and high-frequency sub-band images, and the different frequency 
sub-band images are fused by using the different fusion rules. The advantage of the multiscale transform is that 
the different types of features in images are separated. The multiscale transform fusion algorithms are mainly 
classified based on the wavelet transformation and the multiscale edge-preserving filter. The multiscale fusion 
algorithms based on the wavelet mainly include the discrete wave transform (DWT), the dual-tree complex wave 
(DTCWT), the nonsubsampled contourlet wave transform (NSCT), and NSST et al. [10-15]. These multiscale 
transforms can extract the high-frequency features suitably; however, the low-frequency features, including the 
contour and edge features are not extracted efficiently. The edge-preserving filters mainly include the guider fil-
ter, bilateral filter, and weighted least square optimization. These edge-preserving filters can smooth the image 
and retain the edge and contour features. Therefore, the combination of the edge-preserving filter and multiscale 
decomposition can extract the structure feature and high-frequency feature efficiently. The fusion methods based 
on the edge-preserving filter are mainly focused on [16-18]. However, the intensity and contrast features of the 
different modal images have large differences, and the transformation domain algorithms usually adopt the same 
transformation method. The effect of feature extraction has considerable differences for different mode images in 
the transform with the same transformation method, and because the feature extraction effect determines the fu-
sion effect, guaranteeing the same transform function for different modal images is difficult. Thus, fusion images 
are prone to the loss of complementary features between different modal images.  

The advantage of deep learning is the extraction of different features from the image. Thus, deep learning can 
considerably improve target classification and recognition, which is currently a research hot spot. Due to the 
powerful ability of deep learning for image feature extraction, it is introduced into image fusion. Deep learning is 
applied to image fusion in two main ways: first, the features of the image are extracted by using a neural network, 
and subsequently, the feature images are mapped into the fusion weight map to achieve the final fused image. 
A conventional neural network is adopted to extract the features of the source images [19, 20], and the feature 
images are used to get fusion weights. The generative adversarial network (GAN) can automatically generate 
pictures by training the generator and the discriminator; therefore, the GNA is often used in other fusion methods 
based on deep learning. However, fusion methods based on deep learning require numerous data to ensure the 
stability of the network; the size of the training set directly determines the reliability of the network and the effect 
of the fusion. Till date, no study has shown that a stable and adaptable network requires a large amount of data. 
Although the fusion algorithms based on the GAN do not need the fusion rule, they also require big data, while 
the input image of the discriminator should be the real images. Nonetheless, no standard fusion image exists. 

Different transform methods and feature extraction methods have different advantages, and the hybridization 
of different methods with fusion can considerably improve the quality of fusion relative to traditional fusion al-
gorithms. Therefore, hybrid fusion algorithms have received increasing attention [21]. Hybrid fusion methods 
are mainly included: First, the multiscale transform methods are combined with the other methods, and the fu-
sion methods based on these combinations first decompose the source images by using the multiscale transform, 
and then the other methods such as PCNN, deep learning, and edge-preserving filters are adopted to process the 
low-frequency sub-band image or the high-frequency sub-band image. The hybrid of the multiscale transform 
and SP and the hybrid of the NSST and CNN have been explored in previous studies [22-25]. These fusion meth-
ods can better separate the images of different features, thereby reducing feature aliasing and information loss 
in the process of fusion and improving the quality of the fusion image over a single transformation. However, in 
fusion processing, the use of a single filter to extract features remains unchanged. Second, different multiscale 
transformations or different filters are combined, such as the hybrid of NSCT and NSST, LSWT and NSST, guid-
er filter and Gauss filter (roll guider filter), or multiscale transform and guider filter [26-29]. These fusion meth-
ods can decompose image features into large-scale, medium scale, and fine-scale features and the different types 
of feature images adopt different fusion rules that can considerably improve the effect of fusion. Hybrid multi-
scale decomposition can comprehensively utilize the advantages of different multiscale transformation filters to 
effectively separate and fuse inter-image features. Moreover, it can reduce the integration loss of weak features.
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In summary, fusion methods have achieved good fusion results. Because they directly extract the features of 
the image to obtain a fusion decision map and then fuse the source images, they ignore the differences among 
multimodal images, causing large intensity differences among the extracted features. Moreover, the features of 
multimodal images are easily lost during the fusion process, which is detrimental to subsequent identification, 
detection, and diagnosis. To improve the effect of fusion, this study attempts to reduce feature loss and the differ-
ences among multimodal images. 

Based on the aforementioned analysis, multiscale decomposition can accurately extract different types of fea-
tures from an image and subsequently fuse the images. Therefore, multiscale decomposition is most frequently 
adopted in fusion algorithms and also forms the basis of the proposed fusion method. The first stage reduces the 
difference between the multimodal images to obtain the previous fusion images by using the first type of multi-
scale decomposition, and then the second stage integrates the previous fusion images to get the final fusion im-
age by using the second type of the previous fusion images, and the effect of the complementary feature fusion of 
multimodal images is further enhanced, effectively preventing feature loss.

Following are the contributions of the proposed method:
(1) Large difference between different modal images renders it difficult to extract the features of different 

modes with the same transformation method. Reducing the pixel difference between the images can ensure the 
feature extraction effect. This study introduces the serial structure fusion framework to reduce the difference be-
tween multimodal images and enhance the feature fusion effect. 

(2) The first stage of fusion is to obtain similar previous fusion images, which is the input for the next stage. 
The hybrid 0 1   layer decomposition with the Gauss filter is introduced to decompose the multimodal images 
into structure-layer images, detail images, and large-scale edge features, and these feature images are integrated 
to obtain the previous fusion images that exhibit similar structure, brightness, and detail features in preparation 
for further enhanced integration. 

(3) The second stage of fusion is to obtain high-quality fusion images. The NSST is adopted to enhance the 
fusion effect. For different frequency sub-band images, the local texture contrast and local engineering are intro-
duced to highlight the fine features and local contrast features of low-frequency sub-images, and the local stan-
dard deviation matching degree and local modified spatial frequency (SF) matching degree of the exponential 
function are introduced to highlight the detail features, edge features, and weak texture detail features.

To demonstrate the fusion effect of the proposed method, its performance is compared with those of seven es-
tablished fusion methods on visible and infrared images, infrared and infrared polarization intensity images, and 
medical images. The evaluation of the object and subject show that the proposed method yields brighter, more 
detailed fusion images than the other methods, with more edge features and a superior fusion effect. 

The rest of the paper is organized as follows: Section 2 presents the framework of the two-stage fusion. The 
detailed process of the fusion algorithm is presented in Section 3. In Section 4, performance evaluation is con-
ducted based on the experimental results. Finally, Section 5 concludes the study with a summary of the main 
contributions.

2  Multiscale Decomposition Analysis

2.1   The Hybrid 0 1   Layer Decomposition 

The hybrid 0 1   layer decomposition is expressed as follows [30]:
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where P is the pixel coordinates and N is the number of pixels. The first term (SP − BP)2 forces the base layer to 
be close to the original image. The spatial property of the base layer is formulated as an 1  gradient sparsity term 

Pi B∂ , },{ yxi = , i∂  is the partial derivative operation along the x or y direction. The spatial property of the de-

tail layer is formulated as an 0  gradient sparsity term with an indicating function F(x):
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The base and detail layers of an image can be obtained by solving Eq. (1). The decomposition modal is as fol-
lows:
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                                                                    (3)

    1i i iD B B−= −                                                                        (4)

where Bi is the i level structure-layer image, Di is the i level detail-layer image, B0 = I, and I is the source image.
The hybrid 0 1   layer decomposition combines the advantages of 0  and 1  decomposition. To reduce the 

halo artifacts and preserve the edges, the 1  gradient term is applied to the base layer. The hybrid 0 1   layer 
decomposition separates the image structure, details, and edge features well, thereby reducing the loss during fu-
sion.

The first stage is intended to reduce the differences among multimodal images. Accordingly, different features 
of an image are integrated with those of another image to obtain the previous fusion images, which are similar. 
The hybrid 0 1   layer decomposition better meets the needs of this study.

2.2   Non-down-sampling Shear Wave Transform

NSST performs shift-invariant, anisotropic, multidirectional, and quick operations and can better extract different 
features from an image than NSCT, DWT, and SWT. Because the previous fusion images are highly similar and 
complementary, the second stage selects only the strongest multiscale transformations. The images are then de-
composed using NSST.

3  Multimodal Image Fusion Based on Two-stage Multiscale Decomposition

Fig. 1 illustrates the framework of the proposed fusion method. First, the hybrid 0 1   layer decomposition sep-
arates a multimodal image into a structure- and detail-layer images. The structure-layer image is passed through 
a Gauss filter to obtain a large-scale edge image and the final structure image. Second, the structure-layer, de-
tail-layer, and large-scale edge images are added to the source image to obtain the previous images. Third, the 
previous images are decomposed via NSST and the low-frequency and high-frequency sub-images are fused us-
ing multifeatures. The final fusion image is obtained by inverse NSST transform.

3.1   First-stage Fusion Based on the Hybrid  0 1  Layer Decomposition 

Here, the structure feature and detail feature are decomposed using hybrid 0 1   layer decomposition. Increasing 
the number of decomposition levels improves the extraction effect. We control the number of decomposition 
layers by calculating the degree of loss of image detail information. SF describes the clarity of the image; hence, 
we use the SF similarity to describe the loss of detail feature to control the number of decomposition layers. The 
formula is as follows:
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where S is the SF similarity, SFBi is the SF of the structure-layer image of the previous hybrid 0 1   layer decom-
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position, and SFB i−1 is the SF of the structure-layer image of the latter hybrid 0 1   layer decomposition. The for-
mula for SF is expressed as follows:

2 2= +BSF RF CF                                                                    (6)

where RF and CF are defined as follows:
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where SFB is the SF of the structure-layer image of the hybrid 0 1   layer decomposition, RF is the row SF inten-
sity of the SFB, and CF is the column SF intensity of the SFB.

                                     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. The framework of the proposed fusion method 
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Fig. 1. The framework of the proposed fusion method

The hybrid 0 1   layer decomposition based on the S similarity constraint is expressed as follows:
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where i is the number level of the decomposition and th is the threshold of the S.
Fig. 2 illustrates the final structure images of the hybrid  0 1  layer decomposition of the threshold of the 

different S and SF variance ratios. Fig. 3 shows that with decreasing S, the detail features of the source images 
are extracted. Further, when S ≤ 0.6, the visible images and infrared polarization intensity images only leave the 
structure features, and when S ≤ 0.7, the detail features of the infrared images, MRI images, and CT images are 
completely extracted. The figure of the SF variance ratio demonstrates that with decreasing S, V exhibits a great-
er drop in yield, particularly when S ≤ 0.7 and V is negligible. Therefore, when the visible images and infrared 
polarization images are decomposed, the threshold of the S is 0.6 and when the infrared, MRI, and CT images are 
decomposed, the threshold of the S is 0.7 based on the experiment. The SF variance ratio is as follows:

S

I

SF
V

SF
=                                                                          (10)

where V is the SF variance ratio, SFS is the SF of the structure image, and SFI is the SF of the source image.

The Previous Fusion Images.  After the decomposition of the multimodal images, they are decomposed into 
multilayer detail and structure images. The structure image includes the local contrast feature and the large-scale 
edge feature. Thus, we use the Gauss filter to smooth the structure image to obtain the large-scale edge image and 
the final structure image. The formulas are as follows:  

= ⊗k
SmoothI B W                                                                     (11)

k
edge smoothI B I= −                                                                    (12)

2 2
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+

−
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where Ismooth is the filtered image by the Gauss filter, Bk is the last level stricture image, W is the Gauss filter, and 
Iedge is the large edge image. In the study, we use the 3×3 Gauss filter.

Visible images Intensity images Infrared images MRI images CT images

(I) 

S>0.9

S>0.8

S>0.7

S>0.6

Fig. 2. (a) The final structure images of the 0 1   hybrid layer decomposing of the threshold of the different S, (I) source im-
ages (b) SF variance ratio

The multimodal images are decomposed into detail layers, large-scale edges, and structure images based on 
the hybrid 0 1   layer decomposition and the Gauss filter. The detail and large-scale edge images usually belong 
to the weak features, and the structure image belongs to the low-frequency feature and concentrates the main 
energy of the image and is the strong feature. Therefore, to reduce the loss of features and excessive fusion, the 
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detail and large-scale edge images are retained in the previous images and the structure image is fused by using 
the weighted average. The formulas are as follows:
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where F1 and F2 are the previous fusion images, D i
1 and D i

2 are the detail layer images, i is the number of decom-
position level, i = 1, 2, ..., k, u1

smooth and u2
smooth are the mean values of I1

smooth and I2
smooth, respectively, and I1 and I2 

are the source images.

3.2  Second-stage Fusion Based on the NSST

Fig. 3 shows the previous images F1, F2, the final fusion images (F2) of the visible and infrared images, the final 
fusion images (F) of the infrared and infrared polarization intensity images, the evaluation index of F1, F2, and F, 
and the structure similarity between F1 and F2.

(a1) (b1) (c1) (d1) (e1)

(a2) (b2) (c2) (d2) (e2)

(a3) (b3) (c3) (d3) (e3)

(a4) (b4) (c4) (d4) (e4)

Fig. 3. (a1)-(a2) Visible images, (b1)-(b2) Infrared images, (a3)-(a4) infrared image, (b3)-(b4) Infrared polarization intensity 
image, (c1)-(c4) F1, (d1)-(d4) F2, (e1)-e4) F, (f) The evaluation index values of the F1, F2, F, and the structure similarity be-
tween the source images, and the structure similarity between F1 and F2

Fig. 3 demonstrates that F1 and F2 are similar and integrate the features of the multimodal images; however, 
F1 and F2 have complementary features; for example, F1 exhibits good visual effects and F2 exhibits good detail. 
However, the contrast in F2 is too strong. After the fusion of F1 and F2, F exhibits good visual, detail, and con-
trasting features, fuses the advantages of F1 and F2, and considerably improves the fusion effect. The figures of 
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the evaluation index show that the structure similarity (SMIM) between F1 and F2 is more than 0.9, and the struc-
ture similarity between the source images is considerably small. The difference between F1 and F2 is small, and 
the SF and standard deviation of F are higher than F1 and F2, and the gray mean values of F are the middle value 
between F1 and F2. Furthermore, the fusion of F1 and F2 could considerably improve the fusion image. 

Fusion Rule of the Low-frequency Sub-band Image.  The current fusion algorithms mainly consider the 
structure feature; thus, the fusion rules usually use a weighted average based on the pixel value. However, the 
low-frequency sub-band image focuses on the main energy and includes the structure feature but also includes 
the texture feature; hence, we fuse the low-frequency sub-band images based on these two features. 

The structure feature is the main feature of the low-frequency sub-band image, and PCA can extract the main 
feature of the image; therefore, we use the PCA to integrate the structure feature. The formulas are as follows:

1 2
(:) (:)F FL L L =                                                                    (17)  

( , )G COV L L′=                                                                     (18) 

[ ] ( )D V eig G=                                                                    (19)    

where LF1
 and LF2

 are the low frequency sub-band images after the NSST transformation; LF1
(:) and LF2

(:) are the 
MN×1 vector of the LF1

 and LF2
, respectively; L is MN×2 matrix L' is the transposition of the L, G is the covari-

ance matrix of L, D is the eigenvalues of the covariance matrix, and V is the characteristic vector.
The eigenvalues of the covariance matrix reflect the importance of the image features, and the sine function 

exhibits the characteristics of the low-frequency filter and could remove the noise, so we use the eigenvalues and 
sine function to integrate the structure feature. The formulas are expressed as follows: 
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where FS
LF is the fusion image of the structure feature of LF1

 and LF2
.

The texture feature reflects the change between the gray values. The gradient can describe the change in di-
rection of the image, and the larger the difference between the pixel values, the higher the gradient is. However, 
the local energy could reflect the large edge change of the low-frequency sub-band image. Herein, we adopt the 
gradient and local energy to describe the detail features of low-frequency sub-band images. The formulas are ex-
pressed as follows:
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where dx2
i and dy2

i are the x and y direction gradients of LF1
 and LF2

, respectively; CT
i is the detail feature of the LF1 

and LF2
, LEi is the 3×3 local energy of LF1 

and LF2
, i = F1 or F2, atan is the arctan function into smooth weight, and 

FT
LF is the fusion image of the texture feature.
The contrasting feature is used to integrate FT

LF and FS
LF. The formulas are expressed as follows:
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where u1 and u2 are the mean values of FT
LF and FS

LF, respectively; LuS
LF and LuT

LF are the local mean values of 
FT

LF and FS
LF, respectively; and Fused{1} is the final fusion image of the low-frequency sub-band images.

Fusion Rule of the High-frequency sub-band Images Based on Different Active Measures.  The high-fre-
quency sub-band images of the NSST reflect the different types of detail features, including the large, middle, 
and small detail features. Therefore, the different active measures need to be used to describe the different types 
of detail features. Herein, the standard deviation reflects the contrast, which is used to measure the large and mid-
dle texture features, and the modified SF reflects the different direction change of the pixel value, which is used 
to measure the small texture feature. The modified spatial frequencies are expressed as follows:
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where MSF is the modified spatial frequency, FRF is the row SF intensity of high-frequency sub-band images, 
FCF is the column SF intensity of the high-frequency sub-band images, FMD and FSD are the diagonal line SF 
intensity of the high-frequency sub-band images, ci{d} is the high-frequency sub-band images of F1 or F2, and d 
is the high frequency decomposition number of layers of NSST.

The fusion based on the MSF is expressed as follows:

1 2

1 2

1 2 1 2

1
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where Fused1{d} is the fusion image based on MSF; and MSFF1
{d} and MSFF2

{d} are MSF of the high-frequen-
cy sub-band images.

The fusion based on the STD is expressed as follows:
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where T{d}(x,y) is the local standard deviation match degree, Si{d} is the local standard deviation of the high-fre-
quency sub-band images ui{d} is the local meaning value of the high-frequency sub-band images, and Fused2{d} 
is the fusion image based on the STD.

Fused1{d} and Fused2{d} are the different feature fusion images. Herein, we use the average weighted in to 
fuse the different feature fusion images. The formulas are expressed as follows:
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where Fused{d} is the final fusion image of the high-frequency sub-band images.

4   Analysis of the Experimental Result

To illustrate the validity of the proposed fusion algorithm, the low illumination visual and infrared images, the 
high illumination visual and infrared images, the infrared polarization and infrared intensity images, and the mul-
timodal medical images are used as the fusion data. 

4.1   Fusion Images of the Visual and Infrared Images

For the visual and infrared images as well as infrared polarization and infrared intensity images, seven fusion 
algorithms are used to compare with the proposed method. The proposed fusion algorithm was compared with 
RGF_MDFB [31], NSCT-SR [9], Hybrid-MSD [32], CNN [33], GFF [34], VILS [35], and GTF [36] for multi-
modal infrared image fusion, infrared and visual image fusion. 
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Fig. 4 shows the infrared and low illumination visual images and the fusion images of the different fusion 
algorithms. Fig. 4 demonstrates that the obtained fusion images better fuse the complementary features between 
the infrared and low-light visual images and better integrate the detail features of the visual images with contrast-
ing and brightness features of the infrared images, such as the detail features of the tree and the sky, contrasting 
features of the people, and structure feature of the building. The fusion images obtained by this paper have the 
better visual effect than the other fusion algorithms, and reduce the loss of the bright feature, and the quality of 
the fusion images is salient improved. 

Fig. 5 shows the infrared and high illumination visual images and the fusion images of the different fusion al-
gorithms. The figure shows that the obtained fusion images better preserve the contrasting feature of the infrared 
images and the detail feature of the visual images, are not supersaturated, do not introduce noise, and the fusion 
effect is better than the other fusion algorithms, such as the structure feature of the electric wire and the cloud, 
texture feature of the tree, brightness of the light, feature of the person, and detail and structure features of the 
car. The other fusion images introduce the bright distortion, and lose the detail features, and do not fuse the com-
plementary features between the infrared and visible images. While the proposed fusion algorithm effectively 
reduces the halo effect of the headlights. 

Although the other fusion algorithms also fuse the images well, the other fusion images have loss, and the oth-
er fusion algorithms have distortion, such as the RGF-GDBF, Hybrid-MSD, CNN, and GFF, which lose the con-
trast feature of the infrared image, there is a loss of the detail feature of the visual image in the VILS and GTF, 
and the fusion images of the NSCT-SR, which produce distortion.

4.2   Fusion Images of the Infrared Polarization and Intensity Images

Fig. 6 shows the fusion images of the infrared polarization and intensity images. The figure shows that the ob-
tained fusion images have better clarity and better preserve the detail feature, the edge feature, and the local con-
trasting feature of the infrared polarization image; for example, the texture feature of the tree, the car window, the 
surface of the water, and the top of the building have strong polarization. While the proposed algorithm fused the 
structural features of the infrared intensity images, such as the car, building, and person, and does not introduce 
the distortion. However the GFF exhibited loss of the features of the infrared intensity images, and the NSCT-SR 
exhibited distortion, and the other fusion methods do not fuse the complementary features between the infrared 
polarization and intensity images. Hence, the proposed algorithm could integrate the detail, structure, contrasting, 
and brightness features of the infrared polarization and intensity images, and the fusion algorithm proposed by 
this paper salient improves the fusion effect. 

4.3   Fusion Images of the CT and MRI 

For multimodal medical image fusion, the proposed fusion algorithm was compared with RGF_MDFB [31], 
NSCT–PCNN [37], as well as models based on Guide filter (GFS) [38], deep learning (CNN) [39], morphologi-
cal component analysis (MCA) [40], and DWT–PCA (DWP) [41].

Fig. 7 demonstrates that the fusion effect of fusion images obtained by using the proposed algorithm is better 
than the other fusion images. The fusion images proposed by this paper have the best edge, detail, and contrast 
features. For example, the fusion images of the MAC did not preserve the detail feature well; the edge feature of 
the secondary column images is not preserved well in the other fusion images; and the DWT–PCA loses the con-
trast feature. 

4.4   Objective Evaluation

Herein, the four evaluation indexes are used to evaluate the different fusion algorithms. The SF is adopted to 
evaluate the clarity of the fusion image, the standard deviation (STD) is adopted to evaluate the contrast of the 
fusion image, and the edge strength (QE) estimates the edge feature. For evaluating the transfer ability of the pro-
posed fusion algorithm, the difference seminary index (Rab/f) [42] is used, which evaluates the similarity between 
the fusion image and the source image.

The formulas of the QE are expressed as follows:
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The gradient value of the pixel (GF) is defined as follows.
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Fig. 4. The infrared and low illumination visual image and the infrared and visual image fusion of the different fusion algorithms
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Fig. 5. The infrared and high illumination visual image, and the infrared and visual image fusion of the different fusion algo-
rithms
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Fig. 6. The infrared intensity and polarization images, and the image fusion of the different fusion algorithms
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Fig. 7. CT and MRI image, and the CT and MRI image fusion of the different fusion algorithms

The formulas for Rab/f are expressed as follows:
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/ ( , ) ( , )ab f I I k kR r D S r D S= +                                                           (46)

where r is the correlation of the differences, D is the difference image between the fused image and source imag-
es, S represents the source images, DI is the difference between F and Sk, and Dk is the difference between F and 
SI. In addition, D  and S  are the mean values of D and S respectively, and Rab/f  is the sum of the correlation of 
the differences.

Fig. 8 demonstrates the objective evaluation results of the different fusion algorithms, which indicate that SF 
and QF of the method of this paper are the best; hence, the fusion images have the best clarity and edge features. 
Further, because the STD of the fusion algorithm is overall high, the fusion images have contrasting features. In 
addition, Rab/f is larger than the other fusion algorithms. Thus, the method of this paper can transfer the comple-
mentary features between the source images well, which shows that the method of this paper can effectively re-
duce the information loss of the source images, and integrates the structure, detail, brightness, and the contrasting 
features very well, and salient improves the quality of multimodal images. Based on the analysis of the objective 
evaluation, the proposed method can fuse the detail feature, edge feature, and structure feature of the modal im-
age and silently improve the fusion effect.

In summary, the clarity, edge, and contrasting feature values of the fusion images considerably improve, while 
the fusion images cannot introduce distortion and have a good visible effect, and the proposed method can inte-
grate the complementary features between the modal images very well and can availably reduce the feature loss. 

5   Conclusion

In this study, multimodal image fusion with a two-stage fusion algorithm based on hybrid multiscale decompo-
sition is proposed. This method combines the advantages of hybrid 10  layer decomposition and NSST. In the 

first stage, the hybrid 10  layer decomposition based on the SF constraint is used to obtain the previous fusion 
images to reduce the difference between the source images, and the previous fusion images are used in the input 
images of the next stage. In the second stage, the NSST based on different fusion rules is used to fuse the pre-
vious fusion images. The experimental results show the proposed method could availably fuse the detail, edge, 
contrast, structure, and weak features of the different types of multimodal images and observably improves the 
quality of the fusion image of the different types of modal images. In the future, the research focus is to improve 
the efficiency of multiscale decomposition to better extract different types of image features, while reducing the 
operation time and apply it to practice. 

SF STD QF Rab/f
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(a) The evaluation values of low illumination visual and infrared fusion images; (b) The evaluation values of high illumina-
tion visual and infrared fusion images; (c) The evaluation values of infrared polarization and intensity fusion images; (d) The 
evaluation values of CT and MRI fusion images.

Fig. 8. The evaluation values of the different fusion algorithms
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