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Abstract. This article constructs an automated recognition system for surface defect recognition of metal 
bars, which includes hardware components, recognition algorithms, and recognition systems. Firstly, a visual 
recognition hardware system was established, which includes the selection process of cameras and lenses, 
determining the hardware model and brand. At the same time, considering the reflective characteristics of the 
rod surface, the light source scheme of this system was explained. In terms of recognition algorithms, Mask 
R-CNN is used as the metal rod feature network. In response to the problems of information loss and aliasing 
caused by the reduction of pyramid feature channels and multi-level feature fusion in the feature extraction 
process of Mask R-CNN, a bottom-up reverse fusion path is proposed to be added to the original feature ex-
traction network, fully utilizing shallow feature information. At the same time, a hierarchical attention mech-
anism and a difference region attention module are added to the path of obtaining the feature map; Finally, 
in the experimental stage, the construction of the visual detection system framework was completed, which 
proved the effectiveness and scientificity of the proposed method in terms of recognition accuracy and speed.

Keywords: defect identification, machine vision, Mask R-CNN

1   Introduction

Metal bars made by casting, forging, rolling, and powder metallurgy processes are important industrial structural 
materials widely used in various fields such as aerospace, military production, energy manufacturing, construc-
tion, chemical engineering, and metallurgy. These metal bars, as structural materials, are often subjected to harsh 
working conditions such as high temperature, friction, corrosion, and fatigue during use. Therefore, if there are 
defects in metal bars, it is highly likely to cause production accidents, especially for metal bars produced using 
casting processes. Due to casting defects such as dense looseness, central shrinkage, and surface cracks generat-
ed during the casting process, if the defective bars cannot be detected and removed in a timely manner, it is ex-
tremely easy to reduce the reliability of key equipment operation in the aerospace and military fields during use, 
and even cause component fracture accidents, resulting in casualties and significant economic losses. It can be 
seen that the material condition of metal bars and their components during the manufacturing process directly de-
termines the performance and safety of the final product, which has a huge impact on the development of modern 
society and economy. Therefore, it is of great significance to carry out research on improving the level of defect 
detection technology and quality control capabilities of metal bars and their components.

Due to factors such as manufacturing process control and processing industry, various types of small defects 
are inevitably introduced into the metal bars obtained during processing. Generally, these defects exist inside 
or on the surface of the metal bars, and under the combined effect of internal stress and external environment, 
they are prone to further expansion, resulting in safety production accidents. At the same time, these small de-
fects are generally not easily detectable by the naked eye, and even if they can be detected by the naked eye, 
manual defect detection cannot achieve continuous and error free defect detection. Therefore, in order to ensure 
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the safety of the use of metal bars, it is necessary to use automated detection technology to conduct quality in-
spection during the production process and defect detection before leaving the factory for metal bars and their 
components. Automated testing technology, as an important branch of material processing engineering, not only 
plays an important role in controlling product material quality and production process quality, coordinating per-
formance and economic benefits, but also is one of the important technical means to ensure the safety of material 
and product use. It can provide quality information parameters for manufacturing process informatization, in or-
der to improve production processes and increase efficiency [1].

Manual inspection is the initial method for detecting surface defects in products, which uses sampling in-
spection. However, this method has low sampling rate, low accuracy, poor real-time performance, low detection 
efficiency, high labor intensity, and is greatly influenced by human experience and subjective factors, so it has 
gradually been eliminated. With the development of industrial technology, non-destructive testing has become 
the main means of surface defect detection, including magnetic particle testing, magnetic flux leakage testing, 
penetrant testing, eddy current testing, ultrasonic testing and other testing methods. Although these methods 
have high flexibility, are easy to implement automation, have high detection sensitivity, and ultrasonic testing 
also has strong penetration ability, the above methods also have unavoidable disadvantages: for example, mag-
netic particle testing is limited to ferromagnetic materials and has a small detection range; Magnetic flux leakage 
testing also requires ferromagnetic materials that are insensitive to shallow pits on the surface of the workpiece; 
Penetration testing has long inspection time, high cost, and serious environmental pollution; Eddy current testing 
is limited to conductive materials and has a slow detection speed; Ultrasonic waves are prone to errors when de-
tecting parts with rough surfaces. In addition, both manual testing and non-destructive testing have certain labor 
costs. With the development of machine vision, vision based defect detection technology has gradually been 
applied to surface defect detection of various products. The surface defect detection methods of machine vision 
are divided into defect recognition based on traditional algorithms and defect recognition based on deep learn-
ing. Traditional algorithm based defect recognition has poor adaptability and requires different algorithms for 
detection based on different samples. Compared with deep learning detection methods, the level of intelligence is 
lower [2]. Therefore, this article uses a deep learning based defect detection method for surface defect detection 
of metal bars.

The main research object of this article is metal bars, which have strong reflective ability under light sources, 
thus posing a challenge to the accuracy of image acquisition. The work done in this article is as follows:

1) A visual inspection system was built based on the usage scenario, and the selection process of cameras and 
lenses in the inspection system was elaborated in detail. The brand and model of cameras and lenses were deter-
mined, and the lighting scheme was determined based on the reflective characteristics of the rod material.

2) Using Mask R-CNN as the surface defect detection feature network for metal bars, a bottom-up reverse 
fusion path is added to the original feature extraction network. A hierarchical attention mechanism and a differen-
tial region attention module are added to the path of obtaining the feature map to collect defect position sensitive 
feature maps separately, thereby improving the feature extraction ability of the model.

3) We have built a visual inspection system framework and completed the detection experiment of surface 
defects on metal bars. The feasibility and scientificity of the method proposed in this paper have been confirmed 
through experiments.

2   Related Work

In 2021, Xiaohong Li proposed a CNN compressed image method to address the inefficiency of manual surface 
defect detection. The compressed images significantly improved the accuracy of subsequent defect classifica-
tion, and this method also had strong generalization ability. The method was successfully applied to machine 
vision systems, providing a new approach for image processing [3]. Chao Feng developed a steel ball surface 
defect image acquisition and processing system based on the arc-shaped characteristics of the steel ball surface, 
providing a reference for detecting arc-shaped surface defects [4]. Suqin Wang proposed a machine vision based 
surface defect algorithm for defect detection of irregular products in industry. The algorithm combines surface 
scratch detection algorithm and surface glue overflow algorithm and is applied to defect detection of Bluetooth 
earphones, with a recognition accuracy of up to 98% [5]. Liming Gao proposes an improved Faster R-CNN al-
gorithm for detecting surface defects in insulated bearings. Firstly, image acquisition is performed on the surface 
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defects of insulated bearings, and the K-means++ algorithm is used to cluster the defect dataset to obtain anchor 
boxes suitable for such defects; Then, replace ROI Pooling with ROI Align to avoid localization errors caused by 
ROI Pooling quantization; Finally, an online difficult case mining strategy is added to the algorithm to improve 
the detection accuracy of difficult to detect samples. The experimental results show that the improved Faster 
R-CNN network achieves an accuracy of 91.2% in detecting surface defects on insulated bearings, which is 4.8% 
higher than the Faster R-CNN network [6].

After image acquisition is completed, it is necessary to classify defects in the image and recognize target fea-
tures in the image. 

In 2020, Yuli Chen used EfficientNet to build a transfer learning network and trained a classification model 
for cracked and intact eggs. He designed a simple simulated rolling egg breaking device to achieve the goal of 
rolling eggs colliding with each other, providing samples and datasets for the effectiveness experiment of crack 
image acquisition and image classification. The final test set achieved a comprehensive accuracy of 97.2%, The 
detection accuracy of cracked eggs reached 95.9%, and the comprehensive detection accuracy reached 96.7% 
[7].

Zheng Xiong from Kunming University of Science and Technology proposed an improved surface defect clas-
sification algorithm for hot-rolled steel strips based on MobileNetV3 algorithm to address the problem of surface 
defects in production. By introducing an improved permutation attention mechanism SAMM to replace the SE 
attention mechanism in the original model, the classification accuracy is improved while reducing the number of 
parameters. At the same time, the Mish activation function was introduced to replace the Hard Wish activation 
function in the original model, further improving the classification accuracy. The experimental results showed 
that the improved algorithm achieved a classification accuracy of 99.44%, an increase of 5.74% compared to 
the original model, while the parameter size was only 10.35 MB, a decrease of 35.59% compared to the original 
model. This indicates that the improved classification algorithm is capable of handling the task of classifying sur-
face defects in hot-rolled steel strips [8].

Yan Xia from Southeast University proposed a lightweight deep learning image classification model based on 
Swin Transformer to balance the accuracy and speed of defect classification in TFT-LCD panel defect detection. 
Firstly, Token fusion is applied to the feature maps input at each layer of the model to reduce its computational 
complexity and improve its lightweight level. Secondly, a depthwise separable convolution module is introduced 
to help the model increase convolution induction bias, thereby alleviating the model’s dependence on massive 
data. Finally, the knowledge distillation method is used to overcome the problem of decreased detection accuracy 
caused by model lightweighting. The experiments on the self-made TFT-LCD panel defect classification dataset 
show that the improved model proposed in this paper reduces FLOPs computation by 2.6 G and improves speed 
index by 17% compared to the baseline model, while the Top-1 Acc accuracy only loses 1.3%. Compared with 
other mainstream image classification models, it has a more balanced accuracy and speed on both self-made and 
public datasets [9].

In terms of identifying surface defects on steel, Shiqiang Zhang proposed an improved YOLOv5s steel surface 
defect detection algorithm based on the low detection efficiency and accuracy of previous steel surface defect 
detection techniques. The algorithm incorporates a coordinate attention mechanism and a dilated space convolu-
tion pooling pyramid, as well as an improved selective kernel attention mechanism, allowing the model to better 
utilize frequency information in the feature map and enhance its expressive ability [10].

Yuxiang Wang from Nanjing University proposed a metal surface defect detection algorithm based on U 2Net 
called Attention-U 2Net. Firstly, a U-shaped attention encoding module is designed to increase the weight of the 
defect area while suppressing background noise during encoding. Then, a loss function with weights is designed 
and combined with a multi-level supervision method to make the detection algorithm more focused on difficult 
to detect samples and boundary pixels. Finally, an algorithm that automatically calculates the grayscale threshold 
based on the image results for result optimization is used to generate high-quality defect prediction images [11].

On the basis of the above research results, this article designs a visual based surface defect automatic detection 
system for metal bar materials and studies the method of feature recognition in the visual recognition process. 
Therefore, the chapter arrangement of this article is as follows: Chapter 2 mainly searched and collected the re-
search results of relevant scholars, and based on this, organized the ideas of this article. Chapter 3 discusses the 
construction process of the detection system. Chapter 4 mainly focuses on the improvement and implementation 
process of recognition algorithms. Chapter 5 is the simulation experiment section, and the construction of the de-
tection system has been completed. Chapter 6 is the conclusion section, which summarizes the research results of 
this article and provides prospects.
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3   Construction of Detection System

The configuration steps of a complete visual inspection system should be carried out in the following order: first, 
determine the type and resolution of camera sensors based on the required detection accuracy of the actual scene; 
second, match the camera with a lens with the appropriate focal length according to the camera lens interface and 
detection distance; and finally, select the light source to provide illumination scheme for rod inspection [12].

3.1   Selection of Camera and Lens

In actual production practice, the surface quality of special steel bars manufactured on the production line is poor, 
with a large amount of dust attached, making it difficult to identify surface crack defects. Therefore, when select-
ing a camera, choosing a color camera can better restore the real situation of the bar surface, which is beneficial 
for the target detection network to extract features from the image for subsequent recognition and localization. 
The photosensitive chip uses CMOS sensors, which are widely used in industrial cameras and have a high cost 
performance ratio. The resolution and line frequency of industrial cameras are important parameters for camera 
selection. According to the technical requirements of the detection system, the surface defect detection accuracy 
of the rod is 0.5 mm. In order to ensure the detection accuracy of the image, this article sets the detection accura-
cy at 0.15 mm. The rod used for the experiment is about 400 mm long, and the camera inevitably captures imag-
es of the surrounding environment during shooting. Therefore, the camera’s field of view should be appropriately 
expanded to 500 mm. Therefore, when the camera reaches the lowest horizontal resolution, it requires 2400 
pixels, with each pixel corresponding to a detection accuracy of 0.15 mm. Considering the stability of detection, 
usually 3 to 4 pixels are used to represent a detection accuracy instead of one pixel. In this article, 3 pixels are 
selected to correspond to a unit length of detection accuracy. Therefore, a minimum of 7200 pixels are required 
in the horizontal direction, so an industrial line array camera with a resolution of 8192 × 4 was ultimately cho-
sen. To ensure stable acquisition of high-quality raw images, there should be a margin for resolution. Choose 
MindVision’s MV-GEL83BM series camera as the camera, the detailed parameters of the camera are shown in 
Table 1.

Table 1. Detailed parameter list of the camera

Model MV-XGLC83C-T4-90
Colour Color

Sensor type CMOS
Effective pixels 8192×3

Video output format&maximum line frequency Bayer 8bit:48K
Pixel size 7um×7um
Weight <550g

The resolution of the linear array camera selected in this article is 8192 × 3, with a single pixel size of 7.04 μ 
m and a selected field of view of 500 mm. The optical magnification and lens focal length of the camera can be 
calculated using the following formula [13]. The calculation formula for target surface size is:

7.04 8192Target size 57.67
1000

mm×
= =                                                      (1)

The optical magnification is expressed as:

Target size 57.67Magnification factor= 0.115
field of view 500

= =                                          (2)

According to the actual working situation, if the vertical distance of the rod detected by the lens distance is 
800mm, the focal length of the lens is expressed as:
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detection distance Target sizefocal length 92.272
field of view

×
= =                                       (3)

Therefore, the lens is selected as Schneider lens, and the lens parameters are as Table 2:

Table 2. Lens parameter list

Parameter Parameter size
Model Componon-S 5.6/100

Image field 108mm
Interface V-mount

Focal length 102.3mm
F value 5.6-45

Maximum diameter 47mm
Filter size M35.5*0.5

3.2   Selection of Light Sources and Lighting Schemes

The light source is an important factor affecting the imaging quality, and the image quality determines the com-
plexity of subsequent image processing, which requires the collected surface images of the rod to have high 
image quality. For the collected surface images of the rod, three requirements must be met. Firstly, the overall 
brightness of the rod image. If the surface image of the rod is too bright or too dark, it will reduce the key infor-
mation of cracks on the rod. Secondly, the image of the rod cannot be blurred, and the design principles of the 
detection system also include the detection accuracy of the system. Image blurring and defocusing will cause the 
system to lose accuracy. Finally, there needs to be a certain degree of discrimination between cracks and back-
ground areas in the bar image.

In the process of image acquisition, based on the illumination method of coaxial light source, different colors 
of light were applied to collect defects, and more suitable raw data was selected to prepare for image processing. 
During the experiment, three color light sources were used to collect defects, namely white light, red light, and 
blue light. In order to objectively demonstrate the impact of each light source on defect images, experiments 
were conducted on images from three different light sources, and grayscale processing was performed. By ob-
serving the distribution of grayscale values in images under different light sources and comparing the character-
istics of the original data under different light sources, the highest and lowest grayscale values were removed, 
and the standard deviation of the remaining data was calculated. According to Table 3, under the red light source, 
the standard deviation of the image grayscale value is the lowest, which further indicates that the grayscale value 
uniformity of the white light collected image is the best, which is more conducive to the next batch preprocessing 
of the image. Due to the uniform distribution of partial image data from red and blue light sources, white light 
source images will be the main focus in dataset production, with red and blue light source image data as supple-
mentary.

Table 3. Comparison of data under different light sources

Light source Average gray value Variance Standard deviation
Red light source 119 93.6 8.74

White light source 126 12.8 3.17
Blue light source 147 78.3 6.29

Due to the advantages of long service life, small size, low power consumption, fast response speed, high 
reliability, uniform and stable light emission, and easy integration of LEDs, and considering the complex back-
ground of the rod surface and the small area occupied by cracks in the image, in order to better preserve the orig-
inal surface information, a widely applicable white LED light source was ultimately chosen [14].

In forward illumination, the light source and camera are located on the same side of the object being mea-
sured, mainly used to detect important details, defects, and scratches on the surface of the object. Compared 
with flat plates, rods have a cylindrical structure and are affected by their surface curvature, resulting in uneven 
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brightness between the center and edges when the light source shines on the surface of the rod. This leads to the 
highest brightness in the middle area of the image and darker edges. At the same time, the large amount of flake 
like oxide on the surface also changes the reflection angle of light, resulting in uneven brightness of the image. 
Overall, the light source layout scheme is shown in Fig. 1.

Fig. 1. Overall scheme of detection system

The above process completed the construction of the visual system for bar inspection, taking into account the 
structural characteristics of metal bars, and designed linear light sources and supplementary lighting schemes.

4   Construction of Defect Detection Model

This article uses Mask R-CNN as the surface defect detection feature network for metal bars. However, Mask 
R-CNN [15] cannot perfectly fit the usage scenario in this article. The object detection part in the Mask R-CNN 
network adopts the Faster R-CNN framework, which has two drawbacks: first, Faster R-CNN only predicts on 
the shared feature layer, but at this time, the shared feature layer only has high abstract semantic features. The 
higher the level of abstraction, the less instance detail information is retained. In the continuous pooling and 
convolution process, the detail information of small targets may be lost, resulting in poor small target detection 
performance, or even missed detection, ultimately affecting the accuracy of instance segmentation in the second 
stage. Secondly, predictions were made in both the RPN stage and the Fast R-CNN stage, resulting in a larger 
model structure and slower training and prediction speeds.

In the feature extraction process, Mask R-CNN has the characteristics of reducing pyramid feature channels 
and multi-level feature fusion. When detecting surface defects on metal bars, it can cause information loss and 
aliasing effects. Therefore, this article adds a bottom-up reverse fusion path [16] to the original feature extraction 
network of Mask R-CNN, fully utilizing shallow feature information and reducing information loss. Secondly, 
a hierarchical attention mechanism and a differential region attention module are added to the path of obtaining 
feature maps. The roles of the two modules are: the hierarchical attention mechanism is responsible for collecting 
defect location sensitive feature maps [17], and the differential region attention module [18] is responsible for 
obtaining the differences between the high-level feature map and the current level feature map, which are used to 
fuse and update distinguishable features, thereby improving the feature extraction ability of the model. The over-
all structure of the model is shown in Fig. 2.
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Fig. 2. Overall network architecture diagram

4.1   Improvement of Feature Extraction Network

Based on the original FPN structure, this paper introduces a bottom-up reverse fusion path L1, L2, L3. Feature 
map B undergoes 128 1 × 1 convolutions to produce L1, while L1 undergoes 128 3 × 3 convolutions to yield P1. 
Additionally, L1 undergoes a double downsampling operation, and the resulting output is then combined with the 
adjacent high-level feature map F2, which has undergone 256 1 × 1 convolutions, to produce L2.  L2 undergoes 
256 3 × 3 convolutions to form feature map P2. Meanwhile, L2 continues to undergo a double downsampling 
operation, and the resulting output is then combined with the adjacent high-level feature map F3, which has un-
dergone 256 1 × 1 convolutions, to yield L3. L3 undergoes 256 3 × 3 convolutions to produce feature map P3 [19]. 
The structure is illustrated in Fig. 3.

Fig. 3. Schematic diagram of improved fusion path structure

4.2   Integration of Attention Mechanism

Add Hierarchical Multi Scale Attention (HMSA) and Difference Region Attention Module (DRAM) to the upper 
horizontal path and on this path respectively, fully utilizing shallow feature information and adjacent semantic 
information.

The main idea of the HMSA feature extraction structure is to scale the original image to 0.5 times and 2 times 
its original size, and input 3 images as a set of training data to the network. For each scale, a feature matrix with 
preference properties is learned, and then the extracted features at different scales are fused together. It is worth 
noting that in the hierarchical method proposed in this article, all relative attention feature information between 
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adjacent scale sets is learned, rather than learning attention feature information of a fixed scale. That is, this 
structure does not only extract feature information of 0.5 times, 2 times, and the original image, but also extracts 
feature information of all scales between 0.5 times and 2 times. The network structure is shown in Fig. 4.

Fig. 4. Schematic diagram of HMSA network structure

In the process of model training, the richer the image data, the better the model training effect. Therefore, data 
augmentation methods are used to scale the original image to obtain three sizes of training data, including the 
original image, which are used as inputs for the three branches of the HMSA feature extraction network mod-
el. However, in the process of predicting results, in order to ensure that the test images are not distorted, only 
0.5 times and itself are used for prediction, because the network has already extracted feature information at all 
scales between 0.5 times and 2 times the images during training, so there is no need to upsample the original im-
ages again during inference prediction. The prediction phase has been reduced from 3 branches to 2 branches. On 
the one hand, only downsampling is performed to prevent image distortion and avoid unnecessary noise during 
the upsampling process. On the other hand, reducing the number of branches from 3 to 2 can reduce the compu-
tational burden caused by network forward propagation, improve the inference speed of the model, and ensure 
both accuracy and speed.

DRAM aims to extract features ignored by the current level by calculating the difference between the current 
level and the previous level. Given the i-th feature Fi and the i+1-th feature Fi+1, re scale the high-level features 
using the upsampling method in FPN, and then use a compatibility function based on cosine similarity to calcu-
late the difference between adjacent layers of features. Meanwhile, a new 1 × 1-convolutional layer α is adopted 
to embed into Fi to ensure that these two modules are independent of each other and do not interfere with each 
other. Another convolutional layer β is used to encode differences and obtain difference driven attention maps. 
Express this process as follows:

( ) ( )( )( )( )1 11 sim ,i i i IF w U F w F U Fβ αϕ+ += −                                                 (4)

c cw rβ
×∈                                                                            (5)

1cw rα
×∈                                                                             (6)

Here, cosine similarity is used to describe the consistency between two feature levels, and the Sigmoid acti-
vation function is used to unify the output between (0,1). This module can clearly explain the difference between 
two adjacent feature levels to discard or retain high-level features. It provides a gate mechanism to discard or 
retain high-level features, which reduces the impact of interpolation and aliasing to a certain extent. Finally, use a 
3 × 3 convolutional layer to recombine the input features and expand their receptive field [20].

( ) ( )( )1 1, , sim ,i i i iw F F w F U Fα αϕ+ += ⋅                                                     (7)

The final result of integrating the differential features is:
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i i iFl w F Lβ= ⊕                                                                        (8)

Fli is the refined feature level obtained through DRAM, and ⊕  represents element wise addition. Finally, the 
refined feature {L1, L2, L3} will be obtained, and the network structure is shown in Fig. 5.

Fig. 5. DRAM network architecture

4.3   Data Enhancement

The sample sources of the metal bar dataset in this article include on-site collected data, network images, and 
borrowed datasets from others. In the existing data, there are relatively more surface defect data for pipes. 
However, considering the similarity in surface defects between metal rods and metal pipes of similar materials, 
there is no difference in visual recognition between the two. Therefore, a small part of the dataset in this article 
comes from the pipe surface defect dataset of Tianjin University of Commerce. There are various types of sur-
face defect detection for metal bars, including scratches (abrasions), cracks, rust, and other types. These defects 
have different shapes and sizes. Among them, the crack characteristics are described as straight or curved cracks 
along the rolling direction of the metal bar, which may appear as linear or crack shapes on the surface of the bar. 
Cracks may lead to a decrease in the surface strength of the bar, which has a negative impact on the mechanical 
properties and durability of subsequent use. Scratch (abrasion) phenomenon usually refers to linear or curved 
marks formed on the surface of the rod, which are usually caused by the relative motion between external objects 
and the surface of the rod, resulting in scratches, abrasion or wear. Scratches usually present irregular and uneven 
shapes, which may affect the appearance, quality, and performance of materials. Corrosion phenomena include 
rust spots, oxide layers, etc., presenting different colors and textures of coverings [21]. The data image is shown 
in Fig. 6.

(a) Rust                              (b) Flaw                          (c) Scratch

Fig. 6. Typical surface defects of pipes

After the production of the dataset, a total of 67 flaw images, 138 scratch images, and 62 rust images were 
collected. The image resolution was set to 1024 × 1024, and each image contained one or more surface defects. 
Overall, the number of images in the dataset is relatively small, so data augmentation is used to increase the 
number of defective images. Based on conventional methods of image augmentation, commonly used methods 
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include image mirroring, image rotation, changes in the number of visual system channels, visual system color 
jitter, and adding noise to recognized images. The image mirroring method includes three mirroring methods: 
horizontal, vertical, and diagonal. Horizontal mirroring swaps the left and right parts of the image, vertical mir-
roring swaps the upper and lower parts, while diagonal mirroring is equivalent to sequentially performing hori-
zontal and vertical mirroring. Image rotation involves rotating around the center point at a certain angle. Based 
on this, this chapter first expands the dataset through mirroring and rotation methods, and the enhancement effect 
is shown in Fig. 7.

Fig. 7. Example of rotation operation for partial defects

This chapter mainly completed the major improvement of the recognition model, adding attention mechanism 
to the model to enhance the recognition effect of defects. Then, based on the existing defect images, the number 
of images in the dataset was increased through data processing methods.

5   Construction of Defect Recognition System and Analysis of Experimental Results

For the recognition of surface defects on metal bars, a complete recognition system needs to be built, which 
mainly completes the display function. This chapter will study the software framework of the visual inspection 
system for surface defects on metal bars, and use PyQt software to develop and design the system interface. The 
system software designed in this article mainly includes four parts, namely parameter setting module, software 
input module, bar surface defect detection module, and output module [22]. The framework diagram of the visual 
inspection system software for surface defects of metal bars is shown in Fig. 8.

Fig. 8. Framework diagram of metal bar surface defect recognition system

The system includes the frame rate, resolution, exposure time, and gain settings of the camera; The input mod-
ule mainly selects the method of image acquisition, which can achieve camera capture of images, local import of 
images, and display of input images; The bar surface defect detection module can meet the functions of bar sur-
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face defect detection and multi type defect detection on bar surfaces; The output module can display the surface 
defect detection results of the bar material. 

The parameter setting module mainly completes the setting of camera frame rate, resolution, exposure time, 
and gain. Considering the performance of the camera and computer, the camera frame rate can be set within the 
range of 1-20 frames per second, and the resolution can be selected within the maximum resolution range ac-
cording to actual shooting needs. The exposure time and gain are mainly used to adjust the exposure level of the 
images captured by the camera, and are adjusted according to the on-site environment.

The input module includes functions such as capturing images with a camera, importing images locally, and 
displaying input images. By capturing images with a camera, real-time images can be captured and processed, 
or images that need to be processed can be selected through local import. The images captured by the camera or 
imported locally will be displayed in the display area of the input module.

The surface defect detection module of bar materials mainly completes the control of metal bar material defect 
detection and multi type defect detection process on the surface of bar materials.

The first detection mode is surface defect detection of bar materials, mainly using the detection algorithm in-
troduced in Chapter 4 of this article to process the input image and compare it to determine whether it is the cor-
responding bar material surface defect. The second detection mode is multi type defect detection on the surface 
of bar materials, which is an application of the multi type defect detection algorithm for bar materials introduced 
in Chapter 4 of this article. The trained model is used to detect the input image and check whether there are 
scratches (abrasions), cracks, rust and other defects in the image.

The main function of the output module is to display the processing results of the input image. In rod defect 
detection, the defect type is displayed, and in multi type defect detection on the surface of the rod, the detection 
result image can be directly displayed.

The design of the detection interface is shown in Fig. 9.

Fig. 9. Framework diagram of metal bar surface defect recognition system

5.1   Testing System Experimental Environment Configuration

The experimental environment is configured as Ubuntu system, equipped with Nvidia RTX4090 graphics card, 
using Python 3.6.6, and PyTorch deep learning framework. Starting from a size of 4 × 4, use the DiffGrad opti-
mizer and set the weight parameters to 0.9 and 0.99.

5.2   Surface Defect Detection Experiment on Bar Material

Use the improved recognition model in this article to identify three typical defects of metal bar materials, namely 
cracks, scratches, and rust, and conduct recognition experiments to verify the defect recognition results of the bar 
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materials. The real experimental scene constructed is shown in Fig. 10.

Fig. 10. Construction of visual inspection system

To verify the effectiveness of the surface defect detection of the bar material proposed in this article, three 
types of bar material samples as shown in Fig. 6 were selected for testing experiments. Firstly, the visual inspec-
tion system developed in this article was validated, and the detection result interface is shown in Fig. 11.

Fig. 11. Surface defect identification results

From the above figure, it can be seen that after the camera captures the image of the rod, the defect detection 
results can be seen in the output box on the right side of the system, and the experimental system can complete 
the predetermined function.

5.3   Analysis of Algorithm Recognition Results

This article elaborates theoretically on the beneficial effects of introducing a bottom-up fusion path based on 
the original framework structure, as well as adding Hierarchical Multi Scale Attention (HMSA) and Difference 
Region Attention Module (DRAM) to this path for feature extraction in network models. In this section, ablation 
experiments were conducted on the surface defect dataset of bar materials to demonstrate the impact of the two 
improved parts on the model feature extraction network through experimental data. 

In order to verify the performance of the method proposed in this article, comparative ablation experiments 
were conducted with three models: the model with only added reverse fusion path, the model with only added hi-
erarchical attention mechanism and differential region attention module. For ease of description, the model with 
added reverse fusion path was referred to as Mark R-CNN-RP, the model with only added hierarchical attention 
mechanism was referred to as Mark R-CNN-HMSA, and the model with only added differential region atten-
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tion module was referred to as Mark R-CNN-DRAM. The improved algorithm in this article is called i- Mark 
R-CNN. Then, three models were used to identify the three typical features of cracks, scratches, and rust. The 
recognition results were compared in terms of recognition accuracy and missed detection rate. The recognition 
results are shown in Fig. 12.

Fig. 12. Comparison of test results

The recognition results of each algorithm for the three types of defects are shown in Table 4, Table 5, Table 6.

Table 4. Rust recognition results

Defect category Actual quantity Inspection 
quantity

Number of missed 
detections

Loss Noise 
factor

Recognition 
accuracy

Mark R-CNN-RP 62 57 5 8.06% 6.45% 93.55%
Mark R-CNN-HMSA 62 59 3 4.83% 5.72% 94.28%
Mark R-CNN-DRAM 62 61 1 1.61% 7.01% 92.99%

i- Mark R-CNN 62 62 0 0 1.04% 98.96%

Table 5. Flaw recognition results

Defect category Actual quantity Inspection 
quantity

Number of missed 
detections

Loss Noise 
factor

Recognition 
accuracy

Mark R-CNN-RP 67 64 3 4.47% 7.17% 92.83%
Mark R-CNN-HMSA 67 60 7 10.44% 8.25% 91.75%
Mark R-CNN-DRAM 67 62 5 7.46% 4.38% 95.62%

i- Mark R-CNN 67 62 5 7.46% 2.19% 97.81%

Table 6. Scratch recognition results

Defect category Actual quantity Inspection 
quantity

Number of missed 
detections

Loss Noise 
factor

Recognition 
accuracy

Mark R-CNN-RP 138 133 5 3.62% 6.27% 93.73%
Mark R-CNN-HMSA 138 129 9 6.52% 8.01% 91.99%
Mark R-CNN-DRAM 138 104 34 24.63% 17.46% 82.54%

i- Mark R-CNN 138 137 1 0.72% 1.01% 98.99%

After identifying typical defects, the following results can be obtained from the above statistical results: 
Firstly, for the identification of the three types of defects, the identification method proposed in this paper can 
ensure an overall recognition accuracy of over 97%, which basically meets the requirements of modern produc-
tion technology for recognition accuracy. Analysis shows that there are many missed detections when identifying 
crack defects in this paper. After analysis, it is believed that due to lighting problems, some small cracks are iden-
tified as scratches. Therefore, in the process of identifying cracks, the recognition ability of the model needs to be 
increased. In addition, the overall recognition speed of this paper does not exceed 0.98 seconds, which meets the 
requirements.
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6   Conclusion

This article proposes a vision based automatic detection scheme for common surface defects of metal bars. Based 
on the research and analysis of successful systems and detection methods at home and abroad, the characteristics 
of bar surface defects and online operation are considered. According to the development of machine vision tech-
nology and image processing theory, a solution for detecting bar surface defects using a linear array camera is 
designed. We have conducted in-depth research and simulation of detection algorithms for key technologies and 
difficulties in visual inspection technology for surface defects of bar materials. The main research results of this 
paper are summarized as follows:

1) The hardware composition, working principle, and partial component manufacturing process of the bar 
surface detection system are provided, and the hardware selection principles and parameter selection criteria of 
the detection system are analyzed in detail. A lighting grayscale compensation scheme was designed and devel-
oped to address the uneven grayscale characteristics of bar surface imaging, fully utilizing the dynamic range of 
CMOS. Considering the harsh factory environment and the presence of multiple sources of interference, a band-
pass filter with the same wavelength as the lighting source was used to address light pollution, which improved 
imaging clarity and provided rich details of the original image for subsequent recognition systems.

2) Designed an online visual inspection system for surface defects of bar materials based on linear array cam-
eras and linear array light sources to meet the requirements of high-speed and high-resolution detection of bar 
materials; At the same time, in order to display various defects with high contrast, the imaging model of the sur-
face of the rod was calculated, and the imaging mechanism was analyzed based on the light intensity distribution. 
The required lens focal length was calculated according to the resolution requirements for rod detection, and a 
suitable lens model was selected. In order to filter out other wavelengths and only allow laser wavelength light to 
enter the lens, a filter was designed and selected to ensure high-quality image acquisition.

3) Focusing on the surface of bar materials, the principle of genetic algorithm in image segmentation was 
studied and experiments were conducted. Genetic algorithm is not easily trapped in local optima and can effec-
tively find the global optimal value of parameter space. It has fast convergence speed and strong adaptability, 
which verifies the effectiveness of genetic algorithm.

4) We conducted on-site debugging and implementation verification of the red steel surface defect detection 
system, which includes both hardware and software components. The installation and debugging of the linear 
array camera and linear array light source were carried out, and they were arranged at a small angle, so that the 
laser reflected light shining on the surface of the rod could enter the camera lens as much as possible, forming 
clear and high contrast images. Software debugging includes image size, exposure time, and the effectiveness of 
detection algorithms. The recognition experiment of surface defects on bar materials in the comparative experi-
ment was completed through visual collection.

Although this article has achieved certain results in the theoretical and experimental research of the visual in-
spection system for surface defects of bar materials, due to limitations in conditions, further research is needed in 
the following areas to truly apply the system to industrial production lines:

1) Due to the harsh environment of high temperature, dust, and high interference in bar production, in order 
for the system to have on-site application value, dust prevention and insulation design must be carried out, and 
in-depth anti-interference research must be conducted.

2) Image preprocessing should undergo detailed algorithm design, but it takes up a long processing time and is 
difficult to ensure the speed requirements of the production line. Therefore, it is necessary to further optimize the 
preprocessing algorithm and achieve lightweight design of the image preprocessing algorithm.

3) The defect detection algorithm in the article is mainly aimed at scratch defects. For other defects, a richer 
defect dataset should be gradually established. Therefore, the next step is to detect narrow and fine defects to en-
sure effective detection of various jaw defects.

4) The experimental system is only a simple scheme layout and has not been made into a fixed mechanical 
structure. On site debugging is greatly affected by human factors, so further improvement is needed to increase 
the flexibility of system adjustment and facilitate experimentation and installation.
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