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Abstract. Distributed Denial of Service (DDoS) attack is one of the significant threats to network security 
currently. The emerging network architecture Software-Defined Networking (SDN) with its centralized con-
trol and programmability makes it susceptible to malicious attacks, leading to network paralysis. In response 
to this issue, this paper proposes a hybrid machine learning model based on Support Vector Machine (SVM) 
and Gradient Boosting Decision Tree (GBDT) to detect attack traffic. The combination of GBDT and SVM 
enables dual-stage classification detection. Initially, GBDT conducts preliminary classification on large-scale 
data and filters misclassified samples. Subsequently, these filtered samples are inputted into the SVM classifi-
er. Leveraging SVM’s robust generalization performance between training and testing data and its advantage 
in detecting anomalous traffic, further classification of data is achieved to accomplish attack detection. The in-
tegration of GBDT-SVM helps reduce misclassification of data samples by SVM that are close to the decision 
boundary during detection. Experimental results demonstrate that compared to other methods, the GBDT-
SVM model achieves higher detection efficiency, with an average detection rate of up to 98.1%, lower false 
positive rates, thus enhancing detection accuracy and efficiency. 
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1   Introduction

Nowadays, as society continues to develop in the direction of intelligence, the number of devices accessing the 
Internet has increased dramatically worldwide, and the distributed control in the traditional network is difficult to 
manage the huge number of devices and cannot meet the complex business requirements at the same time, which 
has a greater impact on the speed of the development of innovative business [1]. The proposal of SDN solves the 
limitations imposed by traditional networks, but the over-reliance on the centralized control of the global network 
by controllers makes it a major target for network hackers to launch malicious attacks. Large-scale DDoS attacks 
can cause network congestion, affecting normal data flow and exhausting the resources of victimized devices, 
resulting in their inability to provide normal network services. According to the DDoS Attacks Status and Trends 
Report 2023 published by Zayo, a security firm, DDoS attacks increased by 387% in the second quarter of 2023 
compared to the first quarter [2]. DDoS is considered as one of the most disastrous attacks that target government 
and business organizations [3], so solving the threat posed by DDoS attacks on SDN networks has become a key 
direction of research nowadays.

To solve this problem, this paper proposes a machine learning fusion model that combines gradient boosting 
decision tree and support vector machine DDoS attacks are characterized by high traffic volume and long at-
tack time. To address this feature, this paper combines GBDT and SVM for two-layer detection to improve the 
detection accuracy. In the first set of detections, GBDT is trained to detect and classify large-scale data using a 
stepwise tree model generated through an iterative approach, which is an iterative decision tree algorithm con-
sisting of multiple decision trees, where the conclusions of all the trees are summed up as the final solution [4]. 
When used in combination with SVM, GBDT can help reduce the performance problems that may occur when 
SVM handles large-scale data. GBDT itself can handle nonlinear relationships and high-dimensional features, 
which allows it to effectively capture the features and patterns of complex data in the first layer of preprocessing, 
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and GBDT can clean up the dataset by eliminating the data samples that may lead to misclassification, improv-
ing the accuracy and efficiency of subsequent accuracy and efficiency of the model. In the second-level detec-
tion stage, the data input to the SVM has already been preprocessed by GBDT, which can give full play to the 
SVM’s advantages in dealing with small-scale, nonlinear, and high-dimensional data. The SVM can focus more 
on optimizing the boundaries and fine-tuning the classification in this case, thus further improving the detection 
accuracy. The experimental results show that the GBDT-SVM model has a higher detection efficiency than other 
methods, with an average detection rate of up to 98.1% and a lower false alarm rate, which improves the detec-
tion accuracy and efficiency, and is able to detect DDoS attacks in real time.

The main sections of the paper are organized as follows. In Section II, we describe the research and analysis 
of the work related to DDoS detection. In Section III, we detail the introduction of the model used in this paper. 
In Section IV, in order to validate the algorithm of this paper, we build the Mininet platform under Linux system, 
implant the detection model of this paper into the Ryu controller to realize real-time detection, and compare the 
five performance metrics so as to analyze and evaluate the performance of the detection model. Section V gives 
the conclusion and outlook.

2   Related Work

In recent years, studies for DDoS attack detection in SDN networks are mainly categorized into two types: sta-
tistical learning-based and machine learning-based. Statistical learning-based anomaly detection methods utilize 
information entropy to reflect the randomness of data traffic, and in machine learning-based anomaly detection 
methods, supervised learning, unsupervised learning, and neural network methods perform better than statistical 
learning in terms of time overhead and detection rate. Therefore, in this paper, the more effective machine learn-
ing is chosen to accomplish the detection.

So far, numerous scholars have conducted extensive studies on machine learning-based DDoS attack detec-
tion. Hadem et al. [5] utilized Packet-in packets sent from OpenFlow switches, from which IP traceability was 
performed to counter network attacks and machine learning support vector machine SVM was used to detect the 
collected IP information; Yang et al. [6] proposed a method used to mitigate DDoS attacks in campus networks, 
opting for a detection framework based on the machine learning SVM model to identify and defend against 
attacks. SVM has advantages in solving small sample data, but it is difficult to deal with large-scale data; J. 
Liu et al. [7] proposed a detection method based on the C4.5 decision trees for identifying DDoS attacks in the 
network, But DDoS attacks usually involve a large amount of network traffic data, which may have a very high 
dimen-sionality, and C4.5 may face dimensionality catastrophe problems when dealing with high-dimensional 
data, leading to overfitting or poor modeling; 

Due to the relatively limited diversity of machine learning algorithms used in the training modules of the 
aforementioned detection systems, and the improvement in training accuracy is not significant, hybrid machine 
learning models have also been widely used in the field of attack detection in recent years. You Fu [8] proposed 
a DDoS attack detection method based on conditional entropy and decision tree, which uses conditional entropy 
to determine the current network state, extracts six important features used for traffic detection by analyzing the 
characteristics of DDoS attacks in SDN, and classifies the network traffic using the C4.5 decision tree algorithm 
to achieve the detection of DDoS attacks in SDN. The processing of high-dimensional data by the C4.5 decision 
tree might lead to overfitting or excessive model complexity, especially when there is correlation between the 
features, the decision tree may not be able to fully utilize the conditional entropy for effective feature selection 
and splitting.; Bai et al. [9] proposed a lightweight distributed edge computing architecture, OCM, which com-
bines a deep learning methods. Leveraging the advantages of Long Short-Term Memory (LSTM) networks for 
global information detection, they employed an optimized bidirectional Long Short-Term Memory (Bi-LSTM) 
based detection method to detect attacks in networks, The LSTM algorithm and lightweight distributed edge 
computing architecture OCM may face problems such as computational resource limitations and increased com-
munication overhead; Yu Chen [10] proposed a detection algorithm based on the combination of genetic algo-
rithm and gradient boosting tree in detecting DDoS attacks, which is divided into two phases, in the first phase, 
genetic algorithm and decision tree algorithm are utilized for feature extraction, from which the optimal subset 
of features is selected; in the second phase, the gradient boosting tree-based algorithm is used for the detection 
of DDoS attacks on a subset of the selected features. But both genetic algorithms and GBDT have high compu-
tational complexity and will require more computational resources and time to train and deploy the model; Li et 
al. [11] proposed a statistical-based method to extract Rényi entropy features and set dynamic thresholds to judge 
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suspicious traffic; based on the integrated self-encoder algorithm, a more accurate DDoS attack judgment is per-
formed on suspicious traffic. The two-layer detection model not only improves the detection effect and solves the 
problem of high false alarm rate, but also effectively shortens the detection time, thus reducing the consumption 
of computational resources. The sliding window, dynamic threshold interval and output layer RMSE threshold 
used in the article need to be tuned for their parameters, and the tuning process requires labeled datasets for ex-
perimentation and adjustment; S. Wu [12] proposed a DDoS attack detection algorithm based on the federated 
Tree Coding for DDoS attack detection, which utilizes the GBDT classification model as an encoder for the 
feature data. The model combining GBDT and MLP needs to be trained locally at each participant, and then the 
updated model parameters are aggregated, which may affect the generalization ability and detection accuracy of 
the final model if the participant’s data is unevenly distributed or the amount of data is insufficient.

3   GBDT-SVM Fusion Detection Model

3.1   Gradient Boosting Decision Tree 

Ensemble learning is a kind of learning method to collaborate multiple “individual learners” to accomplish the 
task. Its principle is to integrate and combine multiple weak learners to form a strong learner, thereby mitigating 
the issues such as poor generalization ability and overfitting that may arise in single learners. Gradient Boosting 
Decision Tree (GBDT) is a boosting-based ensemble learning algorithm used for classification and regression 
problems, first proposed by Friedman in 1999 [13]. Its core idea involves generating multiple weak classifiers 
through iterative rounds, where after each iteration, the negative gradient of the loss function is after each round 
as an approximation of the residuals [14]. It generates predictive models in the form of an ensemble of base de-
cision trees, especially Classification And Regression Tree (CART). The core idea of this model is to build weak 
classifiers step-by-step, where the training objective of each classifier is to reduce the residuals generated by the 
previous classifier in the prediction, iterating in a serial fashion with gradients in the direction of residual reduc-
tion. At the end of the entire training process, the model weights and combines the outputs of all the weak clas-
sifiers in order to form the final model classifier. Compared with traditional classifiers, it can effectively handle 
nonlinear data and provide better prediction performance when dealing with various types of data and complex 
problems, as illustrated in Fig. 1. 

Prediction：
Output：

Prediction：
Output：

Prediction：
Output：

Prediction：
Output：

Fig. 1. GBDT schematic

The algorithmic process of GBDT is as follows:
First initialize the weak classifier: 
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yi is the actual value of the sample; ρ is a constant.
Loss function:

	 ( )( ) ( )( )2
,L y f x y f x= −  .	  (2)

Determine the ρ constant so that the initial prediction loss is minimized. Then the total loss for all N samples 
is:

	 ( )( )
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all i m i
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In Eq. (3), yi and fm(xi) are the actual value of the sample and the predicted value of the mth model, respective-
ly.

The purpose of iteration is to minimize the loss value and find the direction where the gradient falls the fastest, 
the negative gradient of the iterative calculation is calculated as follows:
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Construct a fit function as h(xi ; α), to fit the negative gradient −g(xi), α for the residual coefficients.
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In Eq. (5), αm is the residual parameter; g(xi) is the gradient; β is the coefficient; and h(xi ; α) is the negative 
gradient fitting function. Next, the optimal value of βm is calculated:
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In Eq. (6), βm is the weighting coefficient, and fm−1(xi) is the fitting function for the m-1st iteration; ultimately, 
the results of the calculations are merged into the model to update the prediction function for the next round:

	 ( ) ( ) ( )1 ;m m m m mf x f x h xβ α−= +  .	 (7)

fm(x) is the fitting function for the current iteration, and hm(x ; αm) is the negative gradient fitting function for 
the m-1st iteration.

Iteration continues until the prediction residuals of the final round reach zero or become very small, at which 
point the iteration is terminated. Then, the predicted results from all rounds are summed to obtain the final pre-
diction result. Using the integrated learning approach for DDoS traffic datasets with temporal characteristics, the 
bias of the model can be consistently reduced to achieve better fitting results. Compared to other machine learn-
ing methods, this approach can construct the tree structure faster, thus shortening the training and detection time 
of the algorithm and enhancing its applicability.

3.2   Support Vector Machine

According to the principle of structural risk minimization in statistical learning theory, Cortes et al. proposed a 
new supervised machine learning method called SVM in 1995 [15]. The principle is to construct an objective 
function to distinguish the patterns of different categories as much as possible, which has strong adaptive ability 
to fresh samples, and can solve the classification problems of high dimensionality and nonlinearity better. As a 
binary classification algorithm, SVM exhibits good generalization and processing capabilities for imbalanced 
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data, with high classification accuracy. SVM is used to classify the data sample set and seek an optimal hyper-
plane, the data traffic is divided into two types: normal traffic and abnormal traffic, and the optimal classification 
performance is achieved by seeking the maximum interval hyperplane that can distinguish the data perfectly, and 
the hyperplane is illustrated in Fig. 2.

Fig. 2. SVM for classifying hyperplanes 

In the sample space, dividing the hyperplane can be described by the linear equation Eq. (8):

	 0T x bω + =  .	 (8)

In the above equation, ω = (ω1; ω2; ...; ωd) is the normal vector, which determines the direction of the hyper-
plane, and b is the displacement term, which determines the distance between the hyperplane and the origin. 
Obviously, the dividing hyperplane can be determined by the normal vector ω and the displacement b, which will 
be denoted as (ω, b) in the following. The distance from any flow data x in the sample space to the hyperplane 
(ω, b) can be written as:
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For ease of calculation, it is common to set 
1r
ω

= .

Suppose that the hyperplane (ω, b) classifies the training samples correctly, That is, for ( ),i ix y D∈ , if yi = +1, 
then there is ωTxi + b > 0; if yi = −1, then there is ωTxi + b < 0. Definition of formula (10):
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The nearest training sample points to the hyperplane that make the equal sign of the above equation hold are 
called “support vectors”, and the sum of the distances of the two dissimilar support vectors to the hyperplane is 
represented as:
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2d
ω

=  .	 (11)

Equation (11) is called “margin”.
In order to maximize the distance between normal and abnormal flows is to find the dividing hyperplane with 

the maximum interval, i.e., to find ω and b that satisfy the above equation such that the value of d is maximized. 
Thus the optimization problem of SVM is converted into in order to obtain the maximum value of the distance 
between normal and abnormal flows, i.e., to solve for the minimum value of ||ω|| such that 2r is maximum. 
Therefore the optimization problem of SVM can be converted into Eq. (12).
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The Lagrange optimization method is to dualize the optimal hyperplane problem by introducing the Lagrange 

multiplier αi . If 
1

0
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Eq. (13)
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The final optimal SVM classifier is obtained as in Eq. (14)
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The filtered set of n-dimensional traffic features is used to classify the DDoS attack detection using a trained 
SVM classifier to differentiate the traffic into normal and abnormal categories.

Scikit-learn is an open-source python library for machine learning, which is built on top of NumPy, SciPy, and 
Matplotlib. It provides implementations of various machine learning algorithms, including classification, regres-
sion, and clustering. In this paper, we focus on constructing SVM algorithm models using Scikit-learn. Before 
the model training, the Support Vector Classifier (SVC) learning model is loaded in the form of a list, and subse-
quently a large amount of data is loaded for training the SVC learning model.

3.3   GBDT-SVM Model Detection

The training process of the GBDT-SVM fusion model is as follows:
1. Train the GBDT model using the original model training set to generate a series of decision trees to con-

struct a strong classifier.
2. Use the trained GBDT model to predict the original data, instead of outputting the classification probability, 

the position of the leaf node to which the predicted value of each tree belongs is output. This position informa-
tion is used as new feature values to trip the new data.

3. Encode the new data, i.e., the position of the node to which the sample output belongs is labeled as 1, to 
obtain the position labeling vector ωi for each sample, and the outputs of all the samples form a sparse matrix la-
beled with the position of the leaf node of the output of each decision tree.

4. Use ωi as the new training data for training the SVM model.
The GBDT-SVM algorithm combines the advantages of gradient boosting tree and SVM, which has good 

classification performance and saves time overhead; the decision tree constructed only extracts its feature infor-
mation gain partially unaffected by the overfitting phenomenon; and the classification process does not increase 
time complexity due to filtering the redundant features.
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The training process is illustrated in Fig. 3.

Training Set GBDT 
Classifier

Decision 
Trees

Decision 
Trees

Decision 
Trees

Decision 
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Tectonic New 
Features

SVM 
Classifier

Fig. 3. Diagram of GBDT-SVM model training process

The attack detection framework consists of three parts: the traffic collection module, feature extraction mod-
ule, and attack detection module, as shown in Fig. 4:

Packets Match of flow table 
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Fig. 4. A DDoS attack detection framework based on GBDT-SVM modeling

1. The traffic collection module is used to collect network traffic data, including network packets, log files, or 
other forms of data can be parsed through network monitoring, packet capturing on network devices, or log pars-
ing. 

2. The feature extraction module performs data preprocessing and extracts five features, such as average pack-
et count per flow, flow packet average bit count, port growth rate, flow growth rate, and source IP growth rate, 
from the collected experimental traffic data based on the network traffic characteristics under DDoS attacks to 
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ensure that the system can effectively identify potential attacks behaviors in real-time traffic.
3. The attack detection module is the core part of the whole framework, which is responsible for analyzing 

and detecting the extracted feature data to identify potential attacks.

4   Experiments and Analysis of Results 

4.1   Experimental Environment

This experiment is conducted in an Ubuntu16.04 environment, using the Mininet simulation platform to build a 
simple network topology for generating network traffic, to build a simulation of the real network environment, 
the network topology consists of a Ryu controller, three Open vSwitch switches, and five hosts configured under 
each switch, and the southbound protocol is chosen to be OpenFlow1.3. The topology is shown in Fig. 5.

Fig. 5. Experimental topology diagram

The GBDT-SVM model detects DDoS attacks using real network traffic as the experimental data set. After 
data collection and feature extraction, marking bits are set according to the type of data traffic, where normal traf-
fic is marked as “0” and attack traffic is marked as “1”, as shown in Fig. 6. In order to simulate the attack data, 
the trafgen toolkit of Netsniff-ng is used in this paper for the simulation of Syn-Flood attack. This type of attack 
traffic shows a significant reduction in the average number of packets in the stream and the average number of 
bits in the stream packet compared to normal traffic, and at the same time, the port growth rate, stream growth 
rate and source IP growth rate are increased by at least 20 times, which shows that the Syn-Flood attack is char-
acterized by a smaller number of packets but a larger amount of data traffic. The system mainly extracts five fea-
tures in the feature extraction module, namely, the average number of packets, the average bit number of packets, 
the port growth rate, the flow growth rate and the source IP growth rate.

Fig. 6. Real-time collection of experimental data traffic
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1. Stream average packet count: usually refers to the average number of packets in a network stream. 
Calculating the average packet count of a flow can help evaluate the activity level and traffic characteristics of a 
network. As shown in the following equation, APF represents the stream average packet count, packetNum is the 
number of packets contained in each stream table, and N represents the total number of different stream table en-
tries.

	 1

N

i
packetNum

APF
N

=
∑  .	 (15)

2. The average number of packets: the number of bits contained in each packet in the flow table, which rep-
resents the average size of the data stream transmitted in a certain time. In the following formula, ABF represents 
the average number of packet bits, pcount represents the number of packets in each flow table, and bcount rep-
resents the total number of bits contained in each flow table.

	
bcount

ABF
pcount

= ∑
∑

 .	 (16)

3. Port Speed Increase: It is the increase of the data transmission rate of the ports on the network equipment.  
GRP denotes the port growth rate, porti denotes the number of flow tables containing different ports in the i-th in 
fn , fn denotes the total number of flow tables collected in time T, and T is the flow table collection period.

	 0

nf

i
i

port
GRP

T
==
∑  .	 (17)

4. Stream growth rate: Used to describe the size of data streams in a network or the rate of change of data 
transmission over time. When an IP spoofing attack in a DDoS attack is initiated, the growth rate of single and 
paired streams in the stream table is greatly affected. This characteristic indicates the rate at which the attacked 
party receives traffic per unit of time. GRF denotes the stream growth rate, and flowi is the i-th single-stream 
number in fn .

	 0

nf

i
i

flow
GRF

T
==
∑  .	 (18)

5. Source IP Growth Rate: The growth rate of the source IP address in the data stream in the network, which 
can be used to monitor the change of the activity of a specific source IP address in the network, and to understand 
the change of the traffic of a specific source over time. As shown in the following equation, GRIP denotes the 
source IP growth rate, and IP_ flowi denotes the number of flow tables with the same source IP address as the i-th 
source IP address in fn .

	 0
_

nf

i
i

IP flow
GRIP

T
==
∑  .	 (19)

4.2   Experimental Evaluation Indicators

To better illustrate the performance of the GBDT-SVM model, the accuracy rate Acc, precision rate P, recall 
rate R, false alarm rate F and detection are used as the length of time used for evaluation metrics. TP denotes the 
number of attack traffic that the model correctly classifies as attack traffic, FP denotes the number of attack traffic 
that the model incorrectly identifies as normal traffic, TN denotes the number of normal traffic that the model cor-
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rectly identifies as normal traffic, and FN denotes the number of normal traffic that the model traffic is incorrectly 
predicted as the number of attack traffic.

1. Acc is an accuracy measure of the overall correctness of the model, indicating the number of correctly pre-
dicted data as a proportion of all data.

	
TP TNAcc

TP FP TN FN
+

=
+ + +

 .	 (20)

2. Accuracy rate P is the proportion of correctly predicted positive examples to all predicted positive exam-
ples. In DDoS refers to the proportion of all data predicted as attack traffic that is detected correctly.

	
TPP

TP FN
=

+
 .	 (21)

3. The recall rate R represents the ratio of the number of samples correctly detected as attack traffic to the total 
number of samples in the attack traffic, and it measures the ability of the model to recognize positively classified 
samples.

	 TPR
TP FP

=
+

 .	 (22)

4. The false alarm rate F is expressed as the ratio of the number of samples of normal traffic incorrectly detect-
ed as attack traffic to the total number of samples of normal traffic. A lower FPR indicates that the model is less 
likely to incorrectly predict negative samples as positive.

	
FNF

TN FN
=

+
 .	 (23)

5. Detection time Time is used to represent the length of time the model takes to detect all the attacks. t1 de-
notes the moment when the detection starts and t2 denotes the moment when the detection ends.

	 2 1Time t t= −  .	 (24)

4.3   Analysis of Experimental Results

In order to more clearly represent the detection effect of GBDT-SVM model, the experimental steps in this chap-
ter are divided into two steps, firstly, individual machine learning models (KNN, RF, SVM, GBDT) are com-
pared for effect detection. The second step combines the SVM algorithm with KNN, RF and GBDT respectively 
and analyzes and compares the detection effect of the three hybrid models KNN-SVM, RF-SVM and GBDT-
SVM. The comparison of four individual models on four detection metrics is shown in Fig. 7. Define k as the 
proportion of test data D1 to the total data D.

	 1Dk
D

=  .	 (25)

The detection time of KNN is three times higher than the other three models, so line graphs are not used to 
show the comparison effect. From Table 1 and the above line graphs, it can be seen that the GBDT algorithm has 
a higher accuracy than the other three algorithms, a lower false alarm rate than the other three algorithms, a re-
call rate that is on par with RF higher than KNN and SVM, and the time used for detection is slightly higher than 
SVM. The accuracy rate Acc is higher compared to the other three, being 0.0168 higher than KNN, 0.0004 higher 
than RF, and 0.0052 higher than SVM, the time used for detection is lower than that of KNN, and the false alarm 
rate is lower than that of SVM. KNN is 0.8717 seconds less than RF and 0.0206 seconds less than KNN, while 
the False alarm rate F is lower compared to the others, 0.015 lower than KNN, 0.011 lower than RF, and 0.0084 
lower than SVM, which concludes that the detection efficiency of GBDT is better than other single models.
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(a) Single model          comparison line graph (b) Single model      comparison line graph

Fig. 7. The comparison of the above four individual models on four detection metrics

Table 1. Average of individual machine learning models Acc, P, R, F and Time

Performance indicators KNN RF SVM GBDT
Average of Acc 0.9203 0.9367 0.9319 0.9388
Average of P 0.9322 0.9445 0.9341 0.9431
Average of R 0.9174 0.9194 0.9190 0.9193
Average of F 0.0561 0.0521 0.0495 0.0411

Average of Time 1.3009 0.4498 0.4227 0.4292

In order to further validate the advantages of GBDT algorithm for detecting DDoS attacks, this paper fuses the 
two machine learning algorithms for the detection of hybrid models, because SVM has good generalization and 
processing ability in dealing with unbalanced data, and due to the characteristics of the DDoS attack traffic, the 
percentage of the normal traffic and the attack traffic is not balanced, so the SVM algorithm can be very well ap-
plied to the detection of DDoS attacks. Therefore, we choose to fuse other algorithms with SVM, and the hybrid 
models that are analyzed in the paper are KNN-SVM, RF-SVM, and GBDT-SVM. when increasing from 0.1 to 
0.9, the line graph of comparison of each index is shown in the Fig. 8.
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Fig. 8. The comparison of the above tree hybrid models in the five detections metrics

Table 2. Average of individual machine learning models  Acc, P, R, F and Time

Performance indicators KNN-SVM RF-SVM GBDT-SVM
Average of Acc 0.9523 0.9654 0.9810
Average of P 0.9534 0.9695 0.9825
Average of R 0.9167 0.9176 0.9226
Average of F 0.0471 0.0402 0.0419

Average of Time 8.1864 7.5399 7.6454
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The above graphs visualize the comparison of the results of the four hybrid models, as can be seen in Table 2, 
the GBDT-SVM hybrid model has the best results in terms of Acc, P, R, F and Time used for detection is slightly 
higher than RF-SVM. precision GBDT-SVM is 0.0287 higher compared to KNN-SVM and 0.0156 higher com-
pared to RF-SVM. False alarm rate is 0.0052 lower than KNN-SVM but 0.0017 higher than RF-SVM, detection 
time GBDT-SVM is 0.541s lower than KNN-SVM and 0.1055s higher than RF-SVM, in terms of detection effi-
ciency the GBDT-SVM proposed in this paper is superior to the hybrid model of both KNN-SVM and RF-SVM, 
and it has better detection effect.

After the comparison of the above experiments it can be clearly seen that the hybrid model of GBDT-SVM 
has an average detection accuracy of up to 98.1%, and the detection efficiency is better than several other models, 
so this model is imported into the Ryu controller for real-time traffic detection. In order to observe the real-time 
detection situation more intuitively, three metrics are set including traffic type, detection correctness, and detec-
tion time. The correspondence between the detection situation and the metrics is shown in Table 3. When normal 
traffic is detected, as shown in Fig. 9. When abnormal attack traffic is detected, it is shown in Fig. 10.

Table 3. Real-time detection and indicators

Real-time situation Type of data traffic Detecting the correctness
Normal circumstances Normal Correct

Attacks on the situation Attack Correct

Fig. 9. Real-time detection of normal traffic

Fig. 10. Real-time detection of DDoS attacks

The above results show that in this paper the model accomplishes the correct detection of DDoS attacks.

5   Conclusions and Outlook

In this paper, based on the problem of DDoS attack detection in SDN networks, a hybrid detection model com-
bining GBDT and SVM is proposed and designed, and the main purpose is to improve the detection accuracy 
and accomplish efficient and correct real-time detection. In order to improve the accuracy of detection, SVM, 
which has advantages in detecting abnormal traffic, is chosen, SVM can effectively handle nonlinear and unbal-
anced data, and integrated learning GBDT is utilized to gradually correct the data samples misclassified by SVM 
near the decision surface through gradual learning of the data, and combining the prediction of multiple models 
to reduce the risk of misclassification by a single model. In this paper, a real SDN environment is simulated, and 
the GBDT-SVM model is put into the controller for real-time detection, and the experimental results show that 
the model can accomplish the detection of abnormal attack traffic, and the effect is better than the single model 
and the other two hybrid models. However, there are some shortcomings in the method; both GBDT and SVM 
require a large amount of computational resources in the training and inference process, especially when dealing 
with large-scale datasets. Combining the two may increase the computational burden and time cost of the system. 
The focus of subsequent research is to improve the execution efficiency of the algorithm to mitigate and defend 
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against DDoS attacks, so as to continue the research on DDoS attacks and achieve the overall detection and de-
fense of the system.
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