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Abstract. In the complex context of 5G ultra-dense networks, the unprecedented growth in traffic and com-
puting demand has made the interaction between edge devices and edge servers extremely intricate due to 
the time-varying nature of the network environment and resource heterogeneity. The combination of UDN 
and Mobile Edge Computing not only significantly improves network performance but also expands appli-
cation scenarios and enhances user experience, marking it as one of the crucial trends in future network de-
velopment. In this paper, we review recent results and research progress on MEC-based resource allocation 
in 5G ultra-dense networks. We analyze resource allocation strategies from multiple dimensions, including 
user association, interference management, energy efficiency optimization, delay reduction, access selection, 
and user mobility. Finally, we discuss the challenges and open issues that need to be addressed for future 
development in this area.
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1   Introduction

1.1   5G

The fifth generation of wireless networks will include extreme base stations with unprecedented device densi-
ty and number of antennas, and ultra-high carrier frequencies with huge bandwidth, realizing ubiquitous and 
seamless communication between humans, humans and machines, or machines and machines, and thus intercon-
necting the entire world. 5G technologies include multi-RAT, Wireless Gigabit Alliance (Wi-Gig), Filter Bank 
Multi-Carrier (FBMC), Beam Divide Multiple Access (BDMA), and Non-Orthogonal Multiple Access (NOMA). 
Reference [1] reviews emerging and enabling technologies relevant to 5G systems supporting the IoT, such as 5G 
new air ports (NR), multiple-input multiple-output antennas with beamforming, millimeter-wave commutation, 
HetNets, and the role of AR in the IoT. Three use case scenarios in 5G, namely eMBB, mMTC, and URLLC.

As more and more heterogeneous provisioning meets increasingly unpredictable demand, increasingly ubiq-
uitous consumer devices such as cars and drones are becoming the next generation of functional user devices 
when connected to cellular broadband. As agreed by 3GPP, AP or communication link densification is one of the 
promising approaches to address the growing capacity demand and exploding data traffic. Driven by continued 
network densification, base stations are becoming smaller and smaller, and the original functional differences 
between the network and the UE are becoming blurred. Intelligent UEs can help provide wireless connectivity to 
nearby relevant devices, e.g., providing D2D based data relay, proximity gaming, content distribution, and cach-
ing. However, the unpredictable and heterogeneous mobility characterizing user devices, considering the realistic 
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sources of motivation, can lead to problems such as end-users not offering their personal devices voluntarily.
Several densification processes in 5G networks coexist harmoniously: HetNets, C-RANs, Large Scale/Massive 

Scale MIMO and Millimeter Wave Networks, D2D Networks, and Large Scale IoT Environments, etc. Reference 
[2] explores the question of what are the fundamental limitations of network densification. However, some of the 
idealizations of the model need to be further investigated. Network densification cannot continue indefinitely and 
extensive research on realistic system models is needed to capture the reality of dense networks.

1.2   Evolution of 5G Communications

In order to support massive device connectivity and provide ubiquitous IoT services, a wide range of efficient 
communication infrastructures should be involved, including H2H, H2M, M2H and M2M communications.

M2M communication is characterized by low mobility, low transmission frequency, and small data volumes. 
M2M communication poses a serious challenge of connecting a large number of MTC devices (MTCDs) to 
the Internet. mMTC encompasses the conditions required to facilitate MTCD connectivity with minimal or no 
human intervention. However, mMTC presents unique technical challenges to support a large number of MTC 
devices, and related challenges include QoS configuration, handling highly dynamic and sporadic MTC traffic, 
significant signaling overhead, and RAN congestion.

The unique traffic characteristics of M2M communications make it a waste of resources if M2M communica-
tions are implemented in the same way as H2H communications. At the same time, a large number of MTCDs 
can exacerbate overload control problems and affect the performance of H2H communications. Both H2H and 
M2M communications require the support of mobile cellular systems, and the large amount of traffic gener-
ated by a massive number of devices requires a major shift in cellular and non-cellular wireless technologies. 
Reference [3] discusses the role of M2M communication in UDNs and the methods to realize M2M communica-
tion in UDNs, including at the PHY, MAC, network, and application layers, in terms of relevant standards, appli-
cation scenarios, traffic characteristics, and related wireless technologies. Reference [4] introduces the network 
architecture of heterogeneous MTC networks and proposes an intelligent hybrid random access scheme based 
on 5G/6G for smart cities, which improves the probability of successful access and meets the quality of service 
requirements of diverse URLLC and mMTC devices.

Most current studies usually consider UDN and M2M communications as two separate topics. Reference [5] 
considered a two-tier architecture for clustered packet MTCD and proposed a resource allocation problem to 
minimize the packet loss probability and maximize the spectral efficiency. Reference [6] proposed hybrid non-or-
thogonal random access and data transfer to overcome the signaling overhead and resource allocation problems 
of M2M communications. Reference [7] proposes the use of unused PUSCH resource reallocation algorithm 
to significantly improve the performance of static and dynamic systems in terms of the number of successful 
communications. Existing resource allocation schemes in MTC usually consider the signal-to-noise ratio (SNR) 
rather than its QoS requirements to prioritize MTC devices. Reference [8] proposed a resource allocation scheme 
with dynamic prioritization for MTC devices with multiple RATs, including two main components: medium ac-
cess and resource allocation. Reference [9] proposed a new framework customized for large-scale MTC services, 
which includes joint control of dynamic resource allocation between physical random access channels and phys-
ical uplink shared channels. Reference [10] investigated a hybrid network model considering the coexistence of 
M2M cellular and D2D communications. Reference [11] proposes to share the same spectrum with H2H commu-
nications via D2D communications, modeled the resource sharing problem as a bipartite graph, and proposed an 
interference-aware graph-based resource sharing scheme based on fixed M2M transmit power. In order to further 
enhance the protection of H2H services, an adaptive power control mechanism is introduced, but only single-cell 
scenarios are mentioned in the simulation, and future work is suggested to consider multi-cell complex scenarios. 
Reference [12] proposes a two-phase resource optimization allocation algorithm for H2H or M2M coexistence, 
where joint power resource allocation is performed in the first phase to meet the QoS requirements of H2H traf-
fic, and the second phase focuses on meeting the QoS requirements of M2M traffic. Reference [13] presents a 
dynamic borrowed scheduler for multi-service communication in 5G systems, which proposes a shared allocation 
policy that weighs between H2H and M2M traffic to maximize bandwidth utilization to meet QoS requirements. 
Congestion between network devices in busy traffic is further considered in the future.

The spectrum sharing cost of H2H users is private information, and traditional incentive mechanisms usually 
assume that the BS is fully aware of the information on the H2H side, how to design the incentive mechanism 
with information asymmetry is another key challenge. Reference [14] proposes a blockchain-based framework 
for privacy preservation, incentive compatibility and spectrum efficiency. First, H2H users sign a spectrum 
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sharing contract with the base station. Next, the shared spectrum is allocated to M2M devices to maximize the 
total throughput, and the operational details such as secure spectrum sharing, incentive mechanism design, and 
spectrum efficient allocation are elaborated. Future work should delve into the design of incentive-compatible 
contracts in complex scenarios with multiple service providers to solve the spectrum allocation problem with in-
formation uncertainty. Meanwhile, virtualization is also a promising technical direction for future UDN develop-
ment. Different M2M services are owned by different providers, trying to separate different functions or services 
from different providers, the failure of one service will not affect the other service, and the privacy of different 
services can be protected.

1.3   UDN

HUDN.  There are some types of cells in network centric HUDN. Table 1 illustrates a comparison of the different 
types of APs in HUDNs.

Table 1. Compare different types of APs in HUDN

Type Features Deployment 
scenario

Coverage range Power

Macro Cell High power, wide coverage Outdoor Several kilome-
ters

43-46dBm

Microcell Low power, suitable for small coverage areas Indoor/Outdoor Up to 300m 23-30dBm

Picocell Lower power, suitable for very small coverage 
areas

Indoor 10-15m Up to 23dBm

Relay Enhances network signal, extends coverage Indoor/Outdoor Up to 300m 30dBm

Remote radio 
head

Deployed away from the core base station Outdoor 300-500m ≥30dB

Reference [15] studies 5G HUDN and provided a system architecture consisting of a core network and a virtu-
alized integrated ground-space radio access network. Reference [16] investigates the downlink precoding method 
to overcome the same-layer and cross-layer interference problems of MUEs and FUEs, and provided a theoret-
ical framework for the deployment of UDNs and HetNets. Reference [17] focuses on interference management 
for UDNs using dynamic resource allocation. Due to the random deployment of small base stations, the mobility 
of user devices, and the preference of small base stations in the selection or re-selection process, reference [18] 
developes a fiber-radio based load balancing method in UDN hotspots. Reference [19] proposes a joint strategy 
of SBS dormancy and spectrum allocation to address the huge power consumption and spectrum resource con-
straints in heterogeneous UDNs. Reference [20] summarizes the spatio-temporal arrival characteristics of differ-
ent service volumes in UDNs, and optimized several promising techniques such as dynamic time-division duplex 
and full-duplex radio to adapt network services to service volumes.

Network heterogeneity and densification exacerbate interference between multiple network layers, and net-
work-centric HUDNs introduce new problems for 5G and beyond, all leading to traffic load imbalance between 
SBSs, and an inevitable increase in the complexity and overhead of network coordination. Future work will 
require the design and implementation of intelligent methods and algorithms for interference cancellation, miti-
gation and management. In addition, with the emergence of airborne base stations, such as drones and satellites, 
intelligent connectivity should be considered so that redundant connections can be intelligently released to ensure 
reliable wireless communications and service continuity, and network heterogeneity makes network management 
and planning more challenging.

UUDN.  In addition to small cell base stations, relay stations, and distributed RRHs in UDNs, UEs themselves 
can act as APs in UUDNs. Reference [21] mentions that UUDNs are wireless networks in which the density of 
APs is comparable to the density of users. The network will organize a dynamic AP group (APG) to seamlessly 
serve each user without user participation.The network should intelligently identify the user’s radio communica-
tion environment, and then flexibly organize the required APGs and resources to serve the user. The main feature 
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of the UUDN is that the network will be more intelligent, and it can automatically detect the terminal’s capabil-
ity, the user’s demand, and the radio environment. In particular, when a user moves, its Dynamic AP Group will 
dynamically adjust to support its movement compared to traditional switching and migration. The members of 
the dynamic AP group will adaptively adjust to jointly and collaboratively transmit data streams to improve spec-
trum efficiency and user experience. In addition, when an AP joins an APG, the network will provide security 
through the AP’s authentication and UE network authentication.

In UUDN, Dynamic AP Grouping (DAPGing) is introduced, in which four functional entities, Local Service 
Center (LSC), Local Data Center (LDC), Network Service Center (NSC), and Network Data Center (NDC), 
are used to provide user-centric services, and each registered user in the UUDN has a unique Dynamic APG-
ID. Reference [22] presents a general tutorial on user-centric clustering. Reference [23] proposes a dynamic AP 
grouping based mobility management strategy for UCWA users. Reference [24] discusses a user-centered dy-
namic DAPGing approach in which each UE can design its own APG based on local measurements only, regard-
less of the decisions of other UEs. Reference [25] proposes a maximum data rate oriented dynamic AP grouping 
(MDTR-DAPGing) system. Reference [26] investigates collaborative APs to provide access services to users in 
NOMA-based UUDNs, thus improving the system EE performance. 

Several research works [27-32] have been devoted to address user association and resource allocation in 
UDN. Reference [27] proposes a new MUC clustering for resource allocation in UDN to maximize the sum rate 
of each resource block. Reference [28] modeles the joint user association and resource allocation problem as a 
mixed integer planning problem, considering multiple factors such as load balancing, user quality of service, EE, 
and cross-layer interference. Reference [29] considers the joint user association and resource allocation problem 
in millimeter-wave self-return UDN, and proposed a network and rate maximization algorithm based on coalition 
game. Reference [30] focuses on user association and resource allocation and proposes a unified NOMA in UDN. 
Reference [31] investigates the joint optimization of user association and dynamic TDD in UDN. Reference [32] 
proposes a new method for CoMP based user association and resource allocation. A clustering method based on 
fiducial filtering and location loading is used to reduce the network complexity. Then, a competition-based re-
source allocation scheme is proposed based on the clustering results.

In UUDN, mobile behavior is an important factor that should be considered when optimizing the overall sys-
tem performance. Heterogeneous and cooperative networks are another issue for further research. Future work 
can try to support UUDN through complex multilayer scenarios, multiple RATs and irregular coverage. Finally, 
user authentication methods are crucial to protect user privacy and providing end-to-end security is important for 
UUDN. Table 2 summarizes the comparison between HUDN and UUDN in detail.

Table 2. Comparison of HUDN and UUDN

Aspect HUDN UUDN
Network architecture Centralized structure Distributed architecture

Mobility management Services centralized at the network core, 
provided by central nodes

Decentralized services, possibly provided 
on user devices or edge nodes

Mobility management Switching with terminal involvement AP dynamic grouping, no terminal involve-
ment

Connection Symmetric Asymmetric

Network sensing Focus on network sensing and data collection Focus on sensing devices and environmen-
tal awareness

Wireless resource manage-
ment

Independent units Cooperative, user-centric

Interference management Independent units Cooperative, user-centric

Although UDN and MEC technologies have shown great potential in theoretical and experimental studies, 
practical deployment still faces many challenges. Existing studies often fail to provide comprehensive solutions 
for resource allocation, quality of service assurance, interference control, and user mobility management. In this 
paper, we review related works to summarize the main techniques and methods in the field of UDN and MEC. 
Additionally, we provide an in-depth analysis of various optimization problems encountered in resource allo-
cation and propose strategies and techniques to address these challenges. The rest of the paper is organized as 



147

Journal of Computers Vol. 36 No. 1, February 2025

follows. Section II reviews the research results and technical approaches in the field of UDN and MEC. Section 
III provides an in-depth discussion on resource allocation in MEC-based UDNs, focusing on load balancing, 
access selection, and user mobility issues in dynamic environments. Section IV discusses future directions and 
some of the challenges faced in dynamic scenarios. Finally, Section V summarizes the main ideas of this paper.

2   Related Work

A comprehensive survey of wireless networks across generations from 1G to 5G, presenting intelligent man-
agement techniques and backhaul solutions for a mix of UDN and other enabling technologies [19]. Reference 
[33] emphasizes the importance of user association in 5G networks and summarizes algorithms related to user 
association designed for HetNets, massive MIMO networks, millimeter wave scenarios and energy harvesting 
networks. Reference [34] investigates 5G+ wireless systems MANs, discussing the appropriate adoption of 
scenarios for engaging users through adaptive and flexible network infrastructures. Reference [35] introduces 
resource allocation methods for different scenarios of UDNs in 5G and beyond networks, involving LTE-U, 
CRNs, HETNets, C-RANs, D2D networks and millimeter wave networks. Reference [36] presents several effec-
tive solutions for denser scenarios, including new schemes and theories such as large-scale convex optimization, 
MFG), stochastic geometry-assisted methods, stochastic optimization, game theory and clustering techniques. 
Reference [37] proposes a switching parameter optimization method based on the DDPG algorithm, which 
ensures seamless connectivity and maintains high-quality service for small and medium-sized base stations in 
UDNs, with greatly improved mobility performance at different speeds.

Reference [38] validates the theoretical analysis of Successive Interference Cancellation (SIC) in a multi-tier 
5G Ultra-Dense Network (UDN), an enhanced SIC technique is developed. This method employs a stochastic ge-
ometry model that accurately simulates real-world conditions by accounting for the random distribution of users 
and base stations within the UDN. Reference [39] proposes a scaling law for the AN density required to support 
a given UE density at a given rate based on UE requirements, and discusses the possibility of increasing system 
capacity due to the utilization of network densification. Reference [40] explores DenseNets from the perspective 
of different deployment strategies, covering the densification of classical macro-layers, extremely dense indoor 
femtosecond layers, and outdoor Distributed Antenna Systems (DAS), which can be dynamically configured as 
either single microcells or multiple independent microcells. Reference [41] presents an architecture based on mo-
bility separation, coordination of radio resources among multiple nodes, data plane processing, and integration 
with the WAN, proposing multi-hop wireless self-return to enhance deployment flexibility. Reference [42] con-
siders multiple correlation modeling in a dense network environment where base stations have idle mode capa-
bility, overcoming the capacity constraints imposed by backhaul links and greatly simplifying the computation of 
the average downlink rate for individual connections with multi-cell cells. However, the average rate decreases 
when connecting to more distant cells, and future work can compensate for this by expanding beyond bottlenecks 
with limited backhaul capacity. In ultra-dense deployments, where the network consists of a large number of 
small base stations that consume high amounts of energy, the power control of the base stations is equivalent to 
controlling the power-saving modes of the base stations by switching between sleep and wake-up modes. 

Several research works [43-51] aim to optimize the delay problem for users in MEC. Reference [43] exploits 
the RSMA technique to minimize the sum of the user’s maximum experiential latency due to offloading and 
processing between different MEC servers by co-optimizing the proportion of the user’s computational tasks 
assigned to the servers, and the rate of the assigned public messages. Reference [44] studies the joint task, pow-
er and spectrum allocation problems in MEC-based SCNs, and the authors developed a distributed multi-stack 
Q-learning method that uses multiple stacks to record the wireless environment and user information, thus im-
proving the learning efficiency. Reference [45] investigates a novel D2D multi-assistant MEC system based on 
D2D, in which local users request their nearby WDs to act as assistants for collaborative computation, minimiz-
ing computational latency by optimizing the task allocation to local users. A wireless-powered multi-user MEC 
system is considered in [46], where joint computation and wireless resource allocation optimization for dynamic 
task arrivals over a finite time range consisting of multiple time slots are investigated to minimize the system 
energy consumption over the entire range, including the transmission energy of the APs and the computation en-
ergy of the MEC server. Reference [47] envisions a multi-user WiFi based MEC architecture that jointly solves 
the problem of task allocation and resource allocation to reduce the energy consumption on the mobile terminal 
side under the application delay constraint. Reference [48] considered a NOMA assisted MEC system to reduce 
energy consumption and delay. Reference [49] applies both NOMA uplink and downlink transmissions to MEC, 
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and the analysis results showed that the use of NOMA can effectively reduce the delay and energy consumption 
of MEC offloading. Reference [50] presentes a heterogeneous complex multi-MEC system consisting of ground-
based and UAV airborne MEC servers, which jointly considered the risk-perceived behavior of individual users 
and the risk of failure of shared computing resources. Reference [51] proposes a stochastic optimization problem 
involving dynamic offloading and resource scheduling between local devices, BSs, and back-end clouds to min-
imize energy and computational resource consumption in a MEC system through EH devices, while meeting the 
QoS requirements of IoT devices.

Highly dynamic task arrivals and wireless channel states pose a great challenge for RA in MEC. Reference 
[52] investigates stochastic task allocation and CPU cycle frequency scaling for MEC systems, and proposes a 
stochastic optimization-based algorithm, TOFFEE, which does not require prior statistical information related 
to task arrivals or wireless network states. Literature [53] proposes a mobile-aware service adaptive deployment 
method, constructs a mobility model based on the probability density function of dwell time and a service 
deployment overhead model based on user mobility, and adopts a quantum ant colony algorithm to solve the 
service adaptive deployment scheme. User mobility is further investigated in [54], where a mobility-aware off-
loading algorithm is proposed to obtain an approximate optimal offloading scheme. Reference [55] combines 
edge caching with mobility management for dynamic service placement and solves the task offloading problem 
by a Thompson sampling-based algorithm. However, the MEC servers in these works are relatively static, the 
mobility trajectories are usually considered known, and the optimization problem is solved by the MEC servers. 
Reference [56] investigates the IoT task offloading problem in MEC-based Hetworks, and makes a first attempt 
to thoroughly explore the task offloading problem in a heterogeneous network that supports MEC and wireless 
backhaul, jointly optimizing the offloading decisions, transmission power, and the allocation of radio and com-
putational resources, with the aim of minimizing the energy consumption of the devices, while adhering to their 
latency deadlines.

With the development of the IoT, a large number of smart devices are connected together and connected to the 
Internet. IoT-based smart cities can provide a variety of smart services to citizens and managers, thereby improv-
ing the utilization of public resources such as transportation, healthcare, environment, entertainment, and energy. 
The convergence of transmission, computing, and caching is having a profound impact on the development of 
flexible and efficient IoT in smart cities. Recently more and more smart IoT devices are being created for con-
sumer use, including home automation, smart cars, smart wearables, etc., thus generating large amounts of local 
data. At the same time, higher requirements for QoE and QoS have been imposed. The integration of heteroge-
neous IoT networks with 5G networks provides a framework for deploying the three main communication para-
digms of MEC, D3D, and SDN, which takes into account the dense deployments announced by the ITU and the 
5GPP as well as the requirements for system scalability and availability, and improves the availability and scal-
ability of the overall system [57]. For a system as complex and inclusive as UDN, effective RA mechanisms are 
very important, and unlike previous work, this survey focuses on organizing and summarizing RA in the context 
of mec-based UDN. The third part of the article focuses on different optimization criteria, server load balancing, 
server access selection and user mobility aspects considered in a dynamic environment. 

3   MEC-based UDN Resource Allocation

3.1   Different Optimization Criteria 

In a UDEC environment, there are a large number of edge devices and edge servers with heterogeneous com-
puting resources and communication links. The system resources in UDEC are usually diverse, e.g., a variety of 
service cache placement policies, different CPU frequencies for mobile devices and central cloud or edge servers, 
and memory. The distributed and heterogeneous nature of the resources further complicates the scheduling pro-
cess with time-varying states such as network disconnections, channel states, and backhaul delays. Therefore, it 
is necessary to fully and efficiently utilize system resources to improve UDEC performance.

Latency.  In [58-60], considering the problem of minimizing the overall delay in multiuser scenarios in UDNs 
with MEC. Reference [58] proposes a low-complexity heuristic algorithm for clustering small cells by jointly 
considering small-cell clustering, transmission power allocation, and computational task allocation in UDNs. For 
a given set of clusters, a genetic algorithm-based resource allocation algorithm is derived, which in turn minimiz-
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es the overall delay for all users. In [59], deploying multiple SC associations to the same user while partitioning 
and offloading their compute-intensive tasks, a novel offline task partitioning method is proposed, and the results 
show that there exists an optimal ordering of multiple associations that significantly reduces the overall latency. 
Reference [60] integrates blockchain and AI into 5G UDEC networks, and proposes a novel dual-timescale deep 
reinforcement learning (2Ts-DRL) approach to minimize the total offloading latency and network resource us-
age by jointly optimizing computation offloading, resource allocation, and service cache placement. In practical 
scenarios, SCceNBs in different regions may have different service cache placement states. Future work can con-
sider more complex heterogeneous service cache placement scenarios, where each SCceNB has a personalized 
service cache model for different EDs to meet its computational offloading requirements.

Distributed computing resources in edge clouds and energy dynamics in mobile device batteries make off-
loading tasks for users in UDNs challenging. Aiming to minimize the delay while saving the battery life of user 
devices. Reference [61] proposes an innovative framework for MEC task offloading in SD-UDN using the idea 
of software-defined networking, including three planes: user, data, and control. The SD-UDN controller updates 
all the information tables based on the delay and energy consumption of the tasks to give the task offloading 
policy for the mobile devices and edge cloud resource allocation policy for the edge cloud. However, the laten-
cy and energy consumption of mobile devices sending requests to the SD-UDN controller are ignored. Future 
work considers task offloading in more complex deployments with user mobility. Reference [62] investigates the 
MEC-based task offloading and channel resource allocation problem in 5G UDN, and proposes a channel RA 
algorithm based on differential evolutionary algorithm considering the complexity of the problem and the cou-
pling of decision variables. Future work considers more complex resource allocation problems under multilateral 
servers in 5G UDN. Reference [63] proposes an online task offloading algorithm based on state-of-the-art DRL 
techniques: A3C, which focuses on the case where a complete a priori knowledge of the instantaneous channel 
state information CSI and BS computational capabilities is lacking, with the aim of minimizing the task duration 
while satisfying the energy budget constraint. Notably, A3C-MEC fails to satisfy the energy budget constraint for 
non-UDNs. Future work will further explore multi-server offloading scenarios, i.e., allowing a single mobile user 
to simultaneously offload subtasks to different BSs to balance task duration and energy consumption. Reference 
[64] explores the spectrum sharing and edge computation offloading problem for SDN-based ultra-dense net-
works, and designed a bivalent auction-assisted spectrum sharing scheme, which, with the assistance of an SDN 
controller, can obtain global information about channel quality on the MBS edge cloud, the SBS edge cloud, and 
the UEs, but only the communication resources in computation offloading are considered.

Reference [65] theoretically analyzes the trade-off between energy efficiency and service latency, jointly op-
timizing task offloading decisions, elastic computational resource scheduling, and radio resource allocation in a 
dense MEC-based C-RAN. Reference [66] investigates the resource allocation problem of NOMA-MEC systems 
in UDNs, where all the users served by each SBS are divided into different clusters, where the users in each 
cluster use the NOMA transmission scheme. In addition, a TDMA transmission scheme is used between different 
clusters to avoid NOMA inter-cluster interference. The authors propose the mean field DDPG algorithm, which 
solves the problem of DQN’s inability to handle continuous actions. Future work extends it to various wireless 
communication scenarios, such as data caching, task migration, etc. In addition, considering that CSI is not per-
fect in practice, channel estimation modeling is also one of the research directions to improve the practicality of 
the proposed algorithm. Reference [67] proposes a heuristic task offloading algorithm HTOA, which alternately 
updates the radio resource management in each iteration, and solves the joint channel allocation and user upload 
power control problems by using the greedy strategy and the golden split method. Simulations show that the al-
gorithm can effectively reduce the delay and energy consumption of task offloading, and its performance is better 
as the number of users increases. Future work will further consider the complex scenarios of user mobility and 
the energy consumption of the MEC server.

UDEC has been shown to be the most promising network architecture for the 5G and even 6G era. Surveying 
the current research works in the field of MEC, most of them assume that ESs are already deployed. Reference 
[68] proposes an optimal deployment and allocation strategy for deploying ESs in UDNs, based on queuing the-
ory and vector quantization techniques, which can optimize the number and location of ESs as well as the alloca-
tion of mobile subscribers for a given UDN environment in order to minimize the cost of the service provider and 
ensure the service completion time. In addition, most of the literature is based on the assumption that users are 
absolutely rational and design a series of methods to achieve the desired goals. However, due to the subjectivity 
of users, the actual results will deviate from the real situation. Reference [69] investigates the computational task 
offloading problem in real-world scenarios using the prospect theory framework. For the task offloading problem 
in small cellular network scenarios, an artificial fish swarm algorithm is used to optimize the system energy with 
finite delay. It remains challenging for future work to explore more for practical real-world scenarios.
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Jointly Optimizing the Total Cost.  The problem of task offloading and resource scheduling in MEC-based 
UDNs, several literatures aim to minimize the system cost. Reference [70] firstly constructes a system model 
for MEC-assisted UDN and constructed a system overhead minimization problem. The problem is transformed 
into three subproblems: offloading strategy, channel allocation and power allocation. Reference [71] studies the 
UDRN problem of deploying MECs in relay networks and decomposed the problem into three subproblems: 
task caching, partial offloading and stable matching. A stable matching algorithm was obtained using the GS 
algorithm with low complexity to obtain a match between the user and the relay. However, only two-hop trans-
missions were considered. Reference [72] proposes a more flexible and hierarchical matching relay selection 
algorithm. For vulnerable users, a weighted relay selection algorithm is proposed to maximize the system per-
formance. However, it requires more resource investment and higher latency, and needs to be selected according 
to the actual situation. Reference [73] proposes a Newton-IPM-based computational RA algorithm and a genetic 
algorithm-based BS selection and resource scheduling algorithm. Reference [74] considers common issues of 
task offloading, uplink transmission power control, communication and computational resource allocation in 
heterogeneous UDNs to maximize the long-term utility of the system. In particular, each user has the flexibility 
to partition its task into several subtasks, and the authors propose a Multi-Intelligent Depth Deterministic Policy 
Gradient (MADDPG) approach for dealing with task partitioning and power control in a continuous action space. 
Reference [75] develops a novel Calibrated Contextual Bandit Learning algorithm where users are able to make 
local task offloading decisions independently in order to minimize the long term average task latency among 
all users. However, it is only applicable to static scenarios and requires re-learning when the network topology 
changes. Future work can consider additional change detection algorithms to monitor different topologies in 
combination with utilizing active adaptive methods. To cope with SD diversity and resource constraints, collabo-
rative offloading has emerged as a viable technique to improve the ability to schedule independent tasks. Existing 
work often ignores the impact of insufficient capacity of edge servers and network congestion. Reference [76] 
implements a collaborative offloading scheme between MEC servers, sets a threshold to alleviate congestion, and 
provides additional computational resources to nearby edge servers to reduce total execution time, task failures, 
and network congestion. Table 3 summarizes and compares the literature mentioned above.

Table 3. Comparison of the literature

Characteristic Reference

Studied overall delay minimization in multi-user scenarios in UDNs. [58, 59, 60]

Aims at delay constraints while reducing energy consumption. [62, 63, 108]
Explored udn spectrum sharing and edge computing offloading issues. [64]
Analyzed theoretically the trade-off between energy efficiency and service delay. [65]
Joint allocation [66, 67]
Optimizes the number and location of servers based on queuing theory and VQ techniques [68]
Minimizing system cost [70]
The UDRN problem of deploying MECs in relay networks is considered. [71, 72]
Proposed BS selection and resource scheduling algorithm based on genetic algorithm. [73] 
The problem of resource allocation in heterogeneous UDNs is considered. [74]
Users can independently make local task offloading decisions through forecasting. [75]
Implement a collaborative offloading scheme between MEC servers to reduce network congestion. [76]

3.2   Dynamic Environment

Load Balancing.  Due to the highly dynamic mobility of mobile devices and the randomness of work requests, 
offloading too many tasks to the same MEC server can lead to server overload and congestion, which is a huge 
waste of computational resources when the server operates under low load, resulting in a sharp drop in QoS and 
QoE. Fair resource sharing and load balancing among MEC-BSs is an essential issue due to the clustering ef-
fect of users and the heterogeneity of MEC-BSs in terms of computation and caching capacity. Reference [77] 
investigates the cellular association problem between SBS and users in dense wireless networks using artificial 
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intelligence, introducing a new imitation learning mechanism that allows them to collaboratively improve their 
cellular association policies with minimal computation, helping users to select their serving BSs faster. Reference 
[78] provides a collaborative distributed computing framework consisting of UEs, edge cloud nodes, and cloud 
centers that Breaking the original standard MEC developed by ETSI. Reference [79] envisioned a MEC collab-
orative architecture to achieve resource sharing among MEC-BSs in UDNs, considering factors such as latency, 
resource consumption, and radio channel state, where multiple weights and numbers of tasks can be randomly 
delivered to different servers. However, considering simple computing task scenarios, the MD randomly request-
ing various computing tasks and the dynamic change of ES computing resources are ignored.

Meanwhile, due to the dynamic nature of MEC environments, if the load policy only considers the tasks of 
the current application and the load of each MEC server, it will result in additional load overhead between MEC 
servers, which is known as the ping-pong effect in load balancing. Reference [80] applies SDN to task alloca-
tion in MEC scenarios with UDN, and proposes a load balancing algorithm based on user load prediction load 
estimation based on the routing of the corresponding information between MEC servers, which is able to effec-
tively reduce the impact of the ping-pong effect. In addition, subtask offloading of divisible tasks is discussed. 
Reference [81] proposes a user-centric SDN edge resource sharing model, specifically around a SBS where mul-
tiple MEC servers can share their 3C resources via OpenFlow-enabled switches that can dynamically routed to 
the appropriate SBS for MEC processing. While the average latency emphasized in the literature is meaningful, it 
is more reasonable to characterize the latency with a certain level of confidence, i.e., the probability of exceeding 
the maximum tolerance latency. Future work focuses on analyzing the delay in SDN-UDN from a probabilistic 
perspective.

In the actual MEC-enabled UDN, for the diverse offloading requirements of IoT applications in dynamic net-
work environments, reference [82] investigates a distributed delay-constrained computational offloading strategy 
based on UDN computation and network coordination, and designed an extended game-theoretic approach based 
on the Lyapunov optimization theory, taking into account the uncertainties of users’ mobility, the diversity of 
demands, and the limited edge resources. Distributed two-stage and multi-stage stochastic planning algorithms 
under various uncertainties are proposed. It should be noted that there is an additional cost in case of offloading 
failure. Reference [83] investigates computational offloading decisions in a hierarchical network architecture and 
proposes a joint channel allocation and resource management scheme, taking into account stochastic task arriv-
als/scheduling and dynamic changes in available resources. Future work could investigate the energy harvesting 
capability of mBS and other efficient server scaling algorithms. Reference [84] considers not only the case of 
MDs randomly requesting various computational tasks, but also the case of tasks randomly arriving at the edge 
servers and the dynamically changing computational resources of the edge services, and proposes a more compu-
tationally efficient two-tier game-theoretic greedy approximation offloading scheme, i.e., collaborative computa-
tional offloading among IoT MDs, edge servers connected to the MBS, and SCs. 

In ultra-dense networks, when large-scale SMDs simultaneously offload computational tasks in dynamic wire-
less environments, the joint optimization of their offloading decisions becomes very complex. Reference [85] 
proposes an MFG-based distributed strategy to optimize the computation offloading decision of each SMD, so as 
to effectively utilize the transmission energy of SMDs and the computational resources of MECs. In which each 
SMD is able to dynamically adjust the offloading rate according to different channel conditions and the demand/
competition of other SMDs for MEC computational resources. However, the authors only considered a sim-
ple channel-varying, generic traffic model, and future work could consider the computational tasks of dynamic 
SMDs and include MEC processing delays and queuing delays in the optimization problem.

The dense deployment of SBSs in UDNs results in a large amount of coverage overlap and leads to complex 
multi-cell networks with highly coupled resources. The SI placement problem becomes a challenging combinato-
rial optimization problem [86, 87]. As a prerequisite for computational offloading, most existing work has inves-
tigated centralized SI placement models, where a centralized manager exists to collect large amounts of network 
information in real time [88, 89]. In addition, the user is forced to reveal all local information to the centralized 
scheduler, which may not be desirable in a given application due to privacy concerns. Reference [90] investigates 
the SI placement problem in dynamic MEC-enabled UDNs and proposes a distributed strategy for multi-user 
multi-server edge systems in UDNs that can make SI placement decisions quickly and efficiently. The model 
focuses on the key practical issues of dynamic arrival tasks, network congestion effects and decentralization. 
Further research is conducted in the future on how to utilize reinforcement learning to empower edge devices and 
enhance distributed intelligence at the network edge. Table 4 summarizes and compares the literature mentioned 
above.
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Table 4. Comparison of the literature

Characteristic Reference
A load balancing algorithm based on user load prediction load estimation is proposed. [80]
Aims to achieve resource sharing load balancing between MEC-BS in UDNs. [77-79]
Aiming at the diverse offloading requirements of IoT applications in dynamic network environments. [82-84]
A user-centric edge resource sharing model for SD-UDN is proposed. [81]
Solving the dynamic uplink computing offloading decision problem. [85]
SI placement in dynamic MEC-enabled UDNs is studied. [90]

Allocation of Access Options.  When considering transmission and computation requirements in MEC-based 
UDNs, differences in access channel quality, MEC server status, service requirements, and user experience 
should be taken into account when choosing access among many available APs in the neighborhood. It is neces-
sary to consider access selection and RA in conjunction. Reference [91] proposes a joint scheme of AP grouping 
and RA in NOMA-based user-centric UDN, aiming to maximize the system EE. Reference [92] proposes a joint 
access selection AS and heterogeneous resource allocation scheme for NOMA-based UDN with MEC, in order 
to satisfy the different service requirements of the densely deployed UEs, and to combine the proposed AS al-
gorithms with the UE’s resource requirements, the AP’s remaining resources, and the AP’s and UE’s remaining 
resources. s remaining resources and the distance between APs and UEs to maximize the system EE.

Reference [93] concentrates on selecting suitable edge nodes for 5G data offloading with minimum cost and 
energy using PSO algorithms. However, time constraints are not considered, and various population intelligence 
algorithms, including energy optimization based on time consumption, can be implemented and tested in 5G net-
works in the future to improve the overall network efficiency. In [94], a DQN based AC algorithm is proposed for 
selecting the most suitable edge servers to improve the learning efficiency. In [95], mobile users are grouped into 
a base station considering physical distance and workload in the server selection phase. After grouping, the orig-
inal problem is divided into a parallel multiuser-to-one-server offloading decision subproblem, and a distributed 
offloading strategy based on binary coded genetic algorithm is designed to obtain adaptive offloading decisions. 
In the UDN architecture, the simultaneous deployment of macro eNodeB and small eNodeB MEC servers can 
effectively reduce the latency and energy consumption and improve the quality of user experience. For the access 
eNodeB selection problem, a user access selection algorithm considering MEC is proposed in UDN, which can 
effectively reduce latency and energy consumption [96]. When processing data in edge nodes with centralized 
units or distributed cloud units, the load of each edge node needs to be considered.

The following literature addresses the requirements of multi-user, multi-server and multi-base station scenari-
os. Reference [97] explores scheduling algorithms for multi-access edge computing in UDN, jointly considering 
transmission scheduling and computational resource scheduling, and designing a scalable model adapted to ex-
isting cellular networks in UDN scenarios. Future work could try joint scheduling, providing multiple scheduling 
options to improve efficiency. Reference [98] proposed a heuristic greedy computation offloading algorithm that 
performs computation offloading across multiple MEC servers, which can significantly reduce the overall ener-
gy consumption of MDs in UDNs, and this trend scales well as the number of task types increases. Reference 
[99] considers a multi-user multiple MEC scenario in an ultra-dense heterogeneous cellular network, assuming 
that each type of task is requested by a certain MD with a specified probability, aiming to minimize the power 
consumption and task execution latency by jointly optimizing the task allocation decision and CPU frequency. 
However, only the dual-connectivity case was considered, and future work could consider extending to other sce-
narios using the CoMP technique to study more MECO scenarios with mobile users and dynamic user states.

In UDN, users can be covered by multiple base stations, but the users themselves are not aware of the loads 
of the BSs. Reference [100] applies the idea of SDNs and proposes an edge-collaboration architecture based 
on global awareness to realize resource sharing and efficient offloading of tasks. In particular, considering the 
high load of local servers and the idle resources of remote servers, game theory is used to obtain the optimal 
offloading strategy for users. Reference [101] proposes a blockchain-based decentralized computing offloading 
coordination platform to develop an improved GS-based user matching algorithm to find the matching relation-
ship between the offloading requester’s computing tasks and the edge servers/UEs. Reference [102] proposes a 
scalable and sustainable IoT framework that integrates UDN-based hierarchical multiple access and computation 
offloading between MECs and the cloud, which can dramatically reduce the end-to-end latency and energy con-
sumption of computing data for massive IoT devices. Furthermore, in a MEC-enabled UDN, in addition to the 
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UEs being able to offload computational tasks to edge servers, the UEs are able to offload computations to other 
UEs via D2D links in their neighborhood [103]. In [104], considering the use of non-orthogonal multiple access 
so that many UEs are able to transmit data at the same frequency and offload computation tasks to the edge serv-
er simultaneously through the corresponding BSs. Therefore, it is very challenging to coordinate the computation 
offloading between UEs and edge servers in UDN. Table 5 summarizes and compares the literature mentioned 
above.

Table 5. Comparison of the literature

Characteristic Reference
A joint scheme for AP grouping and RA is proposed. [91]
Proposed scheme for access selection AS and heterogeneous RA [92]
Aims at selecting the most appropriate edge server. [93, 94]
Performs computation offloading between multiple MEC servers. [95, 96, 98]
For multi-user, multi-server and multi-base station scenarios. [97, 99]
Coordinates computation offloading between UEs and edge servers. [101, 104]

User Movement.  In 5G UDN, APs are independent and equal, and the coverage area of APs is smaller. When 
the UE is moving, the interaction between the UE and the AP will be more frequent. Especially for high mobility 
users, the UE requires more energy consumption during switching, and the network performance will be de-
graded by high latency and high computational complexity in order to ensure the continuity of data transmission 
and reception during this back-and-forth switching process, which may lead to service disruption and extra cost 
[105]. Reference [106] describes a developed in-vehicle network and offloading mechanism that introduces a 
resource management model with real-time allocation and load balancing, and the proposed approach integrates 
task prioritization, multi-agent collaboration, context-aware decision making, and distributed learning to optimize 
network performance. Reference [107] studies the user-centric AP clustering problem in MEC-based UDN, in 
which the services provided by APs to users are modeled as M/M/1/L queuing processes, and mobility prediction 
techniques are utilized to achieve a dynamic AP clustering scheme, in which the clustering structure automati-
cally adapts to the dynamic distribution of user traffic in a specific region. However, it ignores the fact that the 
density of APs, the prediction duration and the cluster size all affect the performance of AP clustering. Reference 
[108] proposes a mobile-aware adaptive flow rule placement scheme consisting of two parts: a path estimator 
and a flow manager. The path estimator predicts the future locations of end-users present in the network based 
on their historical location sets, thus minimizing the total cost associated with flow rule placement. However, its 
control overhead increases due to incorrect location predictions. Reference [109] investigateds how to perform 
intelligent routing based on the diverse service requirements of crowds to effectively control network traffic, 
and designed a DRL smart routing algorithm that learns the request distribution patterns of crowds and makes 
decisions accordingly, and simultaneously meets the latency constraints of various service requests from crowds, 
which can significantly improve the utilization of network infrastructure and avoid the delay in the presence of 
large numbers of network congestion when crowds are performing their daily activities.

Some studies related to service migration in MEC environments.  In order to support service migration of 
MEC servers, a MEC platform was developed to implement mobility management requirements using an IP 
Mobility Support Gateway, applying the extended virtualized Mobility Support Gatewa, but ignoring the case 
of mobility for mobile users who need service migration [110]. Reference [111] developes a novel user-centric 
energy-aware mobility management (EMM) scheme to optimize the latency of radio access and computation un-
der the constraint of long-term user energy consumption. Reference [112] proposes a solution to decompose data 
in the cloud into a set of files and services, and perform caching on the user’s mobile device to quickly provide 
frequently requested files and services, taking into account the mobility of mobile users who need task migration. 
Reference [113] focuses on the combination of Virtual Network Function (VNF)/Service Function Chain (SFC) 
and MEC, and proposes an online algorithm, called Follow-Me Chain, to prevent unacceptably long service de-
lays during inter-MEC switching for VNFs with the corresponding SFC. Future work investigates MEC server 
switching in high-density environments to enable high mobility users and regular users to migrate services to-
gether without sufficient resources. Reference [114] investigates the use of service-specific overlays in high-den-
sity environments such as stadiums or subway stations where users need data or services at the same time to 
provide faster data access to MDs from the cloud to the edge in congested environments by using data replication 
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methods. Although these approaches provide effective solutions for service migration in UDNs, they lack consid-
eration of high mobility scenarios and details of migrating services in MEC servers, and do not take into account 
the frequent movement and generation of tasks by mobile users. Reference [115] proposes a new mechanism for 
high-mobility users in ultra-dense MEC networks to help select appropriate MEC servers for migrated services, 
schedule service migration efficiently enough, and recover services faster even in blocking situations. Finally, a 
system prototype is implemented using “networkx” to perform real service migration and saturation tests are per-
formed in UDNs.

This is because joint decision making among multiple MEC servers becomes difficult due to time synchro-
nization and message exchange overhead. Reference [116] considers multiple offload scenarios where multiple 
MEC servers can be selected in each offload round, where MUs move randomly throughout the network. When 
tasks are migrated across multiple MEC system regions, or when task processing results are migrated due to the 
mobility of UEs, network connectivity may be interrupted, which can trigger unnecessary data retransmissions 
and signal interference. Therefore, effective management of network connectivity within different MEC systems 
is a pressing issue. Especially in the case of a large number of UEs traversing the MEC system area, it is crucial 
to coordinate SDN and multiple MEC systems to optimize computation offloading and resource allocation to 
reduce network energy consumption. Future research must consider coordination strategies for the management 
space and policies between SDN and MEC systems to develop excellent network connectivity management 
schemes for superior energy efficiency and network performance.

In addition, the architecture of the ultra-dense network creates more difficulties in information collection and 
delivery, and tends to saturate the backhaul network, leading to insufficient resources. It is difficult to synchro-
nize accurate and complete system information between BSs and UE for making mobility management deci-
sions [117]. Reference [118] proposes a cloud system architecture for mobile devices to address the buffering 
of mobile devices in dense and congested environments, proposing an OS-side architecture that can manage 
traffic from different selves and efficiently utilize cloud resources, but lacks consideration of MEC environments. 
Reference [119] proposes a 5G UDN security authentication scheme based on blockchain technology, and pro-
posed a blockchain APG-PBFT algorithm based on the Byzantine Fault Tolerant consensus algorithm, which 
can be used with APs to generate a trusted chain APG and share the authentication results in the APG using the 
blockchain message propagation mechanism, which can reduce the frequency of authentication of the UEs when 
they are moving among the APs and improve the access efficiency. Therefore, it is a good solution idea for the 
UE to move smoothly in the trusted APG by reducing the frequent authentication. Table 6 summarizes and com-
pares the literature mentioned above.

Table 6. Comparison of the literature

Characteristic Reference
Reduce the authentication frequency when UE moves between APs and improve access efficiency. [119]

Dynamic AP clustering using mobility prediction technique [107]

A mobility-aware adaptive flow rule placement scheme is proposed. [108]

Intelligent routing based on the diverse service requirements of the crowd for effective control of 
network traffic.

[109]

Research related to service migration schemes in MEC environments. [110, 111, 112,
114, 115]

Extended to multiple offload scenarios where multiple MEC servers can be selected. [116]

Prevents unacceptably long service delays when switching between MECs. [113]

3.3   Interference

SBSs are deployed at a very high density in 5G UDNs, which, on the one hand, shorten the distance between us-
ers and interfering APs, generating more and stronger sources of interference. On the other hand, there are many 
idle SBSs in the UDN that do not serve any UE , and many base stations become major sources of interference to 
each other, and their coordination requires complex mechanisms [120]. In densely deployed small base stations, 
the idle cells of unconnected users can be turned off, which can partially mitigate their interference to neigh-
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boring cells. In many cases, turning on and using these dormant SBSs to simultaneously serve any nearby UEs 
and their written SBSs not only increases the required signal power, but also reduces the number of switching 
processes for high-speed mobile UEs. In dense small cell networks, activating the smart idle mode feature can 
similarly suppress interference and can minimize its power consumption without having users connected to it. 
RA also performs multidomain interference management in the frequency, time, space, cache, and computational 
resource domains simultaneously.

Reference [121] investigates the characteristics of interference in UDN and summarizes some of the main-
stream IM techniques. Due to the complexity of interference, most IM techniques designed for sparse networks 
lose their advantages when applied in UDN. An IM entity is designed for UDN and an adaptive switching power 
control method is proposed, which can significantly improve the network capacity. Inter-cell interference (ICI) 
caused by different cells using the same spectrum at the same time. The problem is compounded if the femtocells 
are located in the cell edge region of the macrocells.ICI reduces system throughput and network capacity and 
negatively affects the cell edge users.Reference [122] provides a comprehensive survey of methods to reduce 
femtocell UDN interference. Reference [123] considers user association and power allocation in millimeter-wave 
based UDN with load balancing constraints, energy harvesting at the base station, user quality of service require-
ments, energy efficiency, and cross-layer interference limitations. An effective interference coordination mecha-
nism is proposed in conjunction with the energy harvesting at the base station to cognitively limit the interference 
between base stations and users in ultra-dense networks. However, the density of APs, the prediction duration 
and the cluster size can significantly affect the performance of AP clustering in the actual UDN deployment, 
which needs to be carefully designed to be realized.

Inter-subdivision interference may jeopardize the gains of network densification, CoMP transmission is very 
important in UDNs. MEC and CoMP are different technologies, and CoMP and MEC work in tandem to provide 
latency-sensitive services in UDNs. Also, the storage capacity of each SBS in UDN is limited and the cache hit 
probability can be significantly improved with the help of CoMP. Reference [124] proposes a CoMP-based up-
link transmission scheme to collaborate on receiving tasks from tagged users, however, due to the user-centered 
coordination, it cannot solve the scheduling problem of multi-user and multi-base station schemes. Reference 
[125] aims to bridge the gap between MEC and CoMP based on three MEC functions, demonstrating that CoMP 
transport reduces UDN complexity and transmission delay through collaboration between MEC servers in UND. 
At the same time, it can reduce the backhaul pressure of CoMP transport and make it possible to realize scalable 
CoMP. All three CoMP approaches can effectively eliminate interference in the same collaboration set, but only 
the salient issues of interference in static UEs. UDNs are considered: First, when SBSs sharing the same spec-
trum are located in dense locations, the overlapping regions between their coverage areas expand simultaneously, 
leading to an increased likelihood of UEs experiencing extremely severe interference in these areas.Second, with 
the deployment of small size of small base stations, the interference level is enhanced with theLoS propagation 
from neighboring cells. Third, is the fact that SBSs in UDNs are deployed randomly based on the random distri-
bution of UEs, and interference also has a random nature that is difficult to manage.

The direction of interference management in future wireless networks remains an open question, and the key 
is how to design self-organizing interference management techniques to mitigate the impact of channel and user 
behavioral correlations on self-organizing IM. In addition to scalability, stability, and agility, density conditions 
should be considered, which means that the overhead and complexity of IM solutions should not increase in-
finitely with network densification. In order to take full advantage of network densification, it is necessary to 
characterize the interference in UDNs, which is no longer satisfied by the traditional implementation of IM in a 
centralized manner. In particular, the network capacity may even approach zero when the network infrastructure 
is sufficiently dense in UDNs. Future research should aim at designing efficient multilayer structural power con-
trol and cell association algorithms to control interference, while supporting the association of users with differ-
ent base stations and analyzing the trade-off between reducing the interference level and increasing the resource 
utilization, among others.

4   Challenges and Future Work

4.1   Comprehensive Consideration of Configuration Elements for Dynamic Scenarios

Handling dynamic environments is crucial in modern MEC applications, particularly in highly mobile scenarios 
such as UAV-assisted MEC networks and Telematics. Existing research often provides simple dynamic configu-
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rations, but these strategies frequently lack detailed considerations of task size, computational requirements, and 
processing time. Additionally, these approaches often rely on unrealistic assumptions about the availability of 
CSI in real-world deployments, which is especially problematic in high-speed mobile environments.

More complex dynamic scenarios require addressing not only transient performance objectives (e.g., latency, 
reliability, and energy efficiency) but also long-term system performance and stability. For instance, in MEC-
enabled vehicular networks, existing approaches to computational offloading and resource allocation focus on 
minimizing transient latency or reliability, or maximizing transient energy efficiency [126, 127]. While these 
goals can be achieved, the practical implementation of such approaches can be computationally intensive. This 
is unrealistic due to the high mobility of connected vehicles (CVs) and the assumption that ideal CSI is available 
[128]. Furthermore, it is necessary to consider optimizing dynamic elements such as trajectory, velocity, and ac-
celeration to adapt to changing network conditions and external environments.

In UAV-assisted MEC networks, it is crucial to dynamically optimize realistic factors such as drive trajecto-
ries, speeds, and turning angles [129]. UAV-assisted missions, such as civil infrastructure inspection, precision 
agriculture, and search and rescue operations, require not only low latency and high reliability but also energy 
efficiency and mission execution accuracy. Therefore, future research needs to develop more sophisticated and 
comprehensive dynamic configuration strategies that satisfy immediate computational and communication needs 
while adapting to long-term system development and changes. This includes, but is not limited to, using ad-
vanced machine learning and artificial intelligence techniques to adapt policies in real-time and developing new 
algorithms to handle large-scale, highly dynamic data streams and task offloading requirements.

4.2   Considering Interactions between Dynamic Elements

In dynamic and complex MEC networks, the simultaneous occurrence of multiple interdependent operations 
presents several challenges. For instance, dynamic changes in the number of tasks offloaded to the MEC server 
directly affect the server’s CPU processing power and speed. Additionally, when the MEC server returns a large 
amount of result data to the UE, frequent data reception and download operations can significantly drain the UE’s 
battery. Fluctuations in the UE’s battery power also impact the efficiency of task generation, offloading, and local 
execution. These factors necessitate precise tuning and optimization of computational offloading and RA strate-
gies to ensure network performance and user experience.

Literature [130] proposes methods for deciding whether a task should be executed locally or offloaded to a 
nearby server at runtime based on server availability and estimated invocation latency, effectively balancing 
response time and device energy consumption. Literature [131] further investigates the joint impact of task pri-
oritization and mobile computing load on MEC network performance by analyzing the wireless bandwidth of the 
network and the computational power of UAVs to improve overall system utility. Literature [132] explores mod-
eling tasks as directed acyclic graphs (DAGs) and using priority-based linear transformations for task offloading 
to adapt to multi-tasking scenarios with dependencies in a satellite IoT environment, achieving efficient resource 
utilization and low-latency services.

Therefore, future work needs to comprehensively consider the interactions between these dynamic factors and 
design more intelligent and adaptive computation offloading and resource allocation strategies to minimize net-
work costs and improve service quality.

4.3   Consider Strategies for Task Migration, Task Discarding and Task Retransmission

In dynamic and complex MEC networks, optimizing task migration, discarding and retransmission policies be-
comes critical to ensure network QoS in the face of network congestion, high mobility of UE, and limitations of 
MEC server resources. The following strategies suggest ways to address these challenges:

Predictive task migration strategies: where network performance is predictable, RL can be used to develop 
strategies that leverage historical and real-time data to assess when to migrate tasks to maximize QoS.

Dynamic Migration Decision Making: When network performance is unstable or unpredictable, real-time 
analysis of network state and resource availability is required to make decisions between migrating immediately 
and waiting for a better time.

Resource and Cost Evaluation: Before deciding where to migrate, it is important to assess the resources 
available for the target servers, the bandwidth requirements during the migration, and the cost of the migration.

Managing migration task dependencies and complexity: Given that network conditions may change during 
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task migration, multiple related migration tasks must be managed. This includes setting constraints to account for 
inter-task dependencies, ensuring effective task execution and maintaining system stability even in a dynamically 
changing network environment.

4.4   Deployment of Backhaul Networks in UDNs

With the increasing convergence of mobile networks and the Internet, customer demand for augmented experi-
ences continues to rise. Emerging services such as virtual reality (VR), augmented reality (AR), user-centered 
computing, and telemedicine all require high QoS and QoE with tactile-level latency, ultra-high reliability, secu-
rity, and privacy. For example, the model proposed in the literature [133] aims to optimize the delivery of scal-
able 360-degree video content for mobile VR users by intelligently allocating ground- and air-edge computation/
communication resources, as well as locating drone BSs. However, the architectural characteristics of UDNs 
often lead to resource constraints in backhaul networks. Synchronizing accurate and comprehensive system in-
formation between BSs and UEs faces many challenges, especially when dealing with frequent service migration 
and switching of high-mobility users, which makes it crucial to ensure network reliability and quality of service. 
In the face of these challenges, future work should focus on the following key areas:

Optimize backhaul network architecture: Develop backhaul network solutions that can adapt to the de-
mands of high-density traffic to improve network flexibility and scalability.

Improve data synchronization techniques: Develop more efficient data synchronization methods to ensure 
fast and accurate exchange of information between BSs and UEs, especially in high user density environments, 
in order to maintain continuity and accuracy of network operations.

Research on QoS for Service Migration: In-depth research on QoS issues during service migration, espe-
cially on how to manage service migration and switching in high mobility environments to minimize service dis-
ruptions and delays.

Jointly Optimize Backhaul Capacity and Power Consumption: Considering the capacity limitations and 
power consumption constraints of backhaul networks, develop joint optimization strategies to balance network 
performance and energy efficiency, especially in resource-constrained ultra-dense network environments.

5   Conclusion

In this paper, we systematically explore the resource allocation issues for MEC-based UDNs, focusing on key as-
pects such as optimization criteria, dynamic environments, user mobility, and interference management. In addi-
tion, we discuss load balancing, access selection and interference control strategies in dynamic environments. As 
UDN density continues to evolve, future work can extend to more complex scenarios, fully multidimensionalize 
the configuration elements of real dynamic scenarios, and explore the load balancing problem among cloudlet 
nodes in Hetworks.
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