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Abstract. Post-production of film and television is an important link related to the quality of film and televi-
sion works. In response to the traditional method of relying on manual post-production of film and television
works, this article uses artificial intelligence to improve visual enhancement and video editing of film and tele-
vision works. Firstly, this article analyzes the current status of post-production in film and television. Three
consecutive frames of images are selected from the video sequence image in film and television post-produc-
tion, and the differential image of adjacent two frames is determined. Logical operations are performed on
the two differential binary images to automatically obtain the ROI within the scene of the film and television
post-production video image. Then, in order to achieve high-quality video restoration while automatically
repairing the computational complexity during the video restoration process, a method of optical flow propa-
gation based on global matching and Transformer encoder is proposed to effectively improve the accuracy of
optical flow restoration in videos. Finally, this article takes a certain video clip from daily promotional activ-
ities as the experimental object, and uses the artificial intelligence post-production method proposed in this
article to improve the visual effect of film and television works.
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1 Introduction

In the process of film and animation production, post-production is undoubtedly a crucial link. It not only con-
cerns the visual beauty of the final presentation of the work, but also deeply affects the smoothness of the story
narrative, the immersive experience of the audience, and the artistic quality and market response of the entire
work. In recent years, with the continuous development and improvement of digital media technology, its ap-
plication in post-production of film and animation has become increasingly widespread and in-depth. The inte-
gration of digital media technology with traditional art in film and animation not only brings new challenges to
artistic creation, but also greatly improves the quality and viewing experience of film and animation production.
This article mainly explores the application of digital media technology in post-production of film and animation,
aiming to reveal the impact of digital media technology on post-production of film and animation through an
overview of the development and main functions of digital media technology, in order to promote the deep inte-
gration and application of digital media technology and post-production of film and animation [1].
Post-production is an indispensable part of the film and television production process, and its necessity is re-
flected in multiple aspects. Firstly, it is able to edit and integrate scattered materials from previous filming, ensur-
ing the narrative coherence and logic of the film, allowing the audience to clearly understand the plot. Secondly,
through special effects processing, color grading and other means, post-production can enhance the visual beauty
of the film, create visual effects that match the plot atmosphere, and enhance the audience’s viewing experience.
At the same time, the addition of elements such as dubbing and music can better convey the emotional connota-
tion of the film and resonate with the audience. In addition, post-production can also make necessary revisions
and optimizations to the film, ensuring that it meets review standards and regulations, and improving the overall
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quality of the film. In short, post-production in film and television is an important means to enhance the artistic
value of film and television works and enhance the audience experience. It plays a crucial role in the birth of a
successful film and television work.

However, the current post-production of film and television has the following technical shortcomings:

1) The challenge of technological updates and iteration speed: With the rapid development of film and televi-
sion post-production technology, new software, special effects algorithms, and production concepts continue to
emerge, requiring post-production personnel to constantly learn new technologies to adapt to the needs of indus-
try development. However, due to the rapid pace of technological updates, some production personnel may find
it difficult to keep up with this pace, resulting in insufficient proficiency or limited application of the technology.

2) Post processing technology is relatively backward. Although high-end production software and technology
are already quite mature, relatively backward editing techniques and packaging strategies may still be used in
some TV programs or low-cost film and television works. This may be due to a lack of innovative spirit in televi-
sion media or production companies, unwilling to take on the risks brought by new technologies and concepts, or
unable to adopt the latest technologies due to limitations such as funding and time.

3) Software compatibility and stability issues, as well as compatibility and stability issues between different
software, are also common technical challenges in film and television post-production. This may cause obstacles
for production personnel when processing materials or creating special effects, affecting work efficiency and
work quality.

4) The dependence on high-performance hardware often requires high-quality film and television post-
production to rely on high-performance computer hardware, such as high-performance CPUs GPU, Large
capacity memory and fast storage devices, etc. However, the cost of these hardware devices is relatively high,
which may pose an economic burden for some small production teams or individual creators [2].

Therefore, the research direction of this article is to use deep learning based artificial intelligence methods to
reduce the skill level requirements for personnel in film and television post-production and improve the efficien-
cy of post-production. This article uses artificial intelligence techniques to improve post-production methods for
film and television works

1) In terms of intelligent video cutout, threshold method is used to perform binary processing on differential
images, and logical operations are performed on two differential binary images to obtain the regions of interest of
the audience in the scene of post-production video images;

2) In terms of video restoration, after obtaining the matching optical flow in the video, it is used as the initial
optical flow of the RAFT model, and RAFT is further trained as the optimizer to obtain the final refined optical
flow. After obtaining the complete optical flow, the forward and backward optical flows are mapped to the input
feature map through optical flow warp operation, thus completing the feature propagation of the optical flow.

3) Using short videos as experimental subjects, constructing an experimental environment, and verifying the
effectiveness of the method proposed in this paper.

2 Related Work

There are not many related achievements in the application of advanced computer technologies such as artificial
intelligence, deep learning, and reinforcement learning in film and television production. After searching, some
articles that can be referenced are listed, which also provide guidance for the formation of the ideas in this arti-
cle.

Kun Hu, focusing on the entire process of film production and combining advanced technology with practical
applications, reviewed and organized the research progress of deep learning technology in various aspects of
intelligent film production. Based on the current situation, he analyzed and looked forward to the development
needs and future trends of the combination of deep learning and film production. The analysis showed that deep
learning has been maturely applied in semantic segmentation and image enhancement, and future researchers
should strengthen research in more creative aspects and pay more attention to copyright regulations [3].

Yu Hong discussed the application and challenges of AIGC empowerment in these two fields, introduced the
basic principles and development background of AIGC technology empowerment, and focused on the application
of AIGC in film and television technology. He attempted to explore the creative path and expression of AIGC
technology empowerment in film and television color design [4].

Mengya Liu, taking the production process of traditional film visual effects as the starting point, explores the
differences in the creation process between interactive engine real-time rendering and traditional offline render-
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ing, and the changes brought by interactive engine based special effects technology to the visual presentation of
films. She explores new processes for film visual effects creation and combines artificial intelligence technology
in real-time visual effects to further explore the creation path and development inspiration of film visual effects in
interactive engines [5].

Zhenxing Jie analyzed the current application status and existing problems of augmented reality technology
in the animation field, and proposed an artificial intelligence based solution. Through technologies such as deep
learning and computer vision, real-time video image recognition and tracking have been achieved, and virtual el-
ements have been effectively integrated with the real environment. Meanwhile, by introducing technologies such
as natural language processing and sentiment computing, the perception of users’ emotions and intentions has
been achieved, and corresponding adjustments have been made based on user feedback, enhancing the immer-
sive experience of animation scenes. Finally, the feasibility and effectiveness of the method were verified through
experiments [6].

Yongjie Pan, based on the development and utilization of industry historical data and the production needs of
ultra high definition content, analyzed and proposed a video restoration and ultra high definition video re produc-
tion technology method based on intelligent algorithms. He focused on introducing the principles and application
effectiveness of Al denoising, scratch removal, coloring, and resolution enhancement algorithm technology, and
elaborated on the exploration of relevant independent controllable technology system integration practices [7].

Yan Zhao from Hengshui TV believes that with the continuous development of artificial intelligence technol-
ogy, its application in TV program production and broadcasting has gradually become popular. Through scene
recognition and intelligent segmentation, sentiment analysis and content screening, automatic generation of nar-
rative clues, personalized recommendation and intelligent optimization, and other technologies, the efficiency
and quality of program production have been significantly improved. However, corresponding challenges such
as technological bottlenecks, legal and ethical issues, changes in human resources, and data security and privacy
protection have emerged. In order to address these challenges, the author proposes a series of measures, the im-
plementation of which will help the television program production and broadcasting industry better cope with the
challenges brought by Al technology, promote innovative development of the industry, and provide viewers with
a higher quality and personalized program experience [8].

However, few scholars have conducted detailed research on how artificial intelligence can play a role in the
entire process of video post-production, and provided relevant and effective experimental methods, to summarize
the above research results, this article consists of the following contents. Firstly, the application of deep learning
in video post-production process is introduced, including intelligent image cutout, intelligent video restoration
and other links. Then, a chapter is used to verify the effectiveness of the proposed method through specific video
post-production as experimental content. The conclusion section summarizes the work done in the article and
also points out the shortcomings of the research.

3 The Application of Deep Learning in Film and Television Post-production

A complete video post-production includes the following main steps: editing, special effects processing, enhanc-
ing visual effects, sound and music design, color adjustment, video enhancement, format conversion, etc. In
response to the above steps, this article uses artificial intelligence technology for post-production processing in
video effect enhancement, video restoration, digital cutout, and digital color grading [9].

3.1 Artificial Intelligence Image Cutout Technology

Before post-production image segmentation, it is necessary to determine the Region of Interest (ROI) within the
scene of the post-production video. In general, humans have varying levels of attention to different regions in an
image during observation, and the areas that humans focus on are defined as ROI [10]. Accurately determining
these ROIs will significantly improve the efficiency and accuracy of post-production image segmentation in film
and television. During the post-processing of film and television, the three frame difference method is used to de-
termine the ROI within the video image. Select three consecutive frames of images in the post-production video
sequence, determine the differential image between adjacent frames, and apply thresholding to the differential
image. Perform logical operations on two differential binary images to obtain ROI within the scene of post-pro-
duction video images. This method is susceptible to noise and brightness fluctuations during actual operation.
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Therefore, in order to suppress the probability of ROI region selection errors, it is necessary to analyze the depth
information of ROI in the neighborhood. In post-production video images, depth information only fluctuates
when the target is in motion. Therefore, the fluctuation value of depth information in adjacent frames of post-pro-
duction video is set as the basis for determining ROI [11].

The main purpose of introducing prior information is to determine a region within the post-production video
image, and after scaling and selection, the edge height is consistent. Due to the fact that the final post-production
video image segmentation result is roughly the same, high precision of prior information is required in this pro-
cess. Due to the fact that the information input by the user is only the approximate shape of the post-production
video image, or even just a certain part of it, in the actual post-production image segmentation process, it is not
only necessary to perform image segmentation based on the prior shape input by the user, but also to determine
high-precision segmentation results based on the actual situation of the post-production video image [12].

For the ROI identified in post-production video images, an edge free active contour model is used for object
segmentation. Closed boundary C can segment the post-production video image (i, j) with region M (i, j) into
target A, and background B, , where ¢, and ¢, are the grayscale values of target 4, and background B, , respective-
ly. Therefore, the energy function is expressed as:

Enery(C,ca,cb) = ﬁﬂ([—ca )2 dxdy+ﬂ”(1—cb )2 dxdy+L(C) 1)

In the formula, § and L(C) respectively represent the weighting coefficient and the length of C, and the

size of L(C) can reflect the smoothness of C, The smaller the L(C), the smoother the C . ﬂ(l -c, )2 dxdy and
Al

H (I-¢, )2 dxdy are guarantee terms, and when they are located at the boundary of the target in the post-produc-
B,

tion video image, the sum of the two results in the minimum.
In order to establish the final result of image cutout in film and television post-production, this paper uses gra-
dient descent method to calculate partial differential equations:

e A g ®

In the equation, ¢ is used to describe C . When the result of this equation reaches its minimum value, the cor-
responding C value is optimal. And for the ¢ value, use its result to express C :

Ener_'y(¢, C,,C ) = ,uﬂ[@(m(l -c, )2 + (1 - 6(¢))(1 -c, )2 ]dxdy 3)
M
In the equation, @ represents the derivative of the Heaviside function [13].

3.2 Deep Learning Algorithms for Repairing Post-production Videos

The success of video restoration largely depends on two key factors: a sufficiently large contextual receptive
field and fine texture details. The former helps to restore the structural information of missing areas, while the
latter ensures the authenticity of the repaired content. However, in practical operation, larger contextual receptive
fields are usually established on the basis of downsampling to sufficiently small feature maps, while high-quality
texture details mostly come from large-sized input images. Therefore, the repair results of missing areas often
require a trade-off between better structural information and clearer texture details. Although patch based word
vector (token) encoding can expand the receptive field and maintain the authenticity and rationality of the repair
results, this often comes at the cost of sacrificing image clarity. Directly applying block based Transformers to
large-scale feature maps or even original images to ensure texture details can lead to a significant increase in
computational complexity, making it difficult to train and infer. Therefore, researching how to achieve high-qual-
ity video restoration while maintaining low computational complexity is an urgent problem that needs to be
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solved in current video restoration technology [14].

The classic method based on optical flow propagation regards video restoration as a pixel propagation prob-
lem, which repairs the video sequence by repairing the optical flow between adjacent frames, thus naturally
maintaining temporal coherence through optical flow. However, current optical flow based methods often require
three stages: optical flow completion, pixel propagation, and content generation. Due to manual operations, these
three stages need to be executed separately, which can lead to errors in the previous stage gradually amplifying
in subsequent stages, ultimately affecting the overall repair performance. As the first step of optical flow com-
pletion, optical flow estimation naturally requires high accuracy, because incorrect optical flow estimation can
make all subsequent processes meaningless. Therefore, a core of optical flow method is to ensure the accuracy
of optical flow estimation. Recent work has adopted more traditional optical flow estimation methods, such as
Flownet Spynet. The disadvantage of these optical flow methods is low accuracy, so directly applying them to
video restoration can easily lead to restoration failure. Meanwhile, due to the fact that most previous methods
estimate optical flow and perform restoration on the original image, they can only handle low resolution videos
and are difficult to effectively integrate with Transformer methods. Therefore, this paper proposes an optical flow
propagation method based on global matching and Transformer encoder to effectively improve the accuracy of
optical flow restoration [15].

Assuming that the two consecutive image frames of the input video sequence are A, and A4,, this paper first
uses convolutional layers to downsample by 1/8 and extract initial features, and then uses Transformer blocks to
extract contextual features F, and F, with long-term dependency information. Due to the high dimensionality of
image features, this article adopts the Transformer based on hybrid pooling attention proposed in the previous
section to reduce computational complexity and memory usage. Then, by constructing a 4D cost volume on fea-
tures F, and F,, and calculating global matching information based on the cost volume, output the rough flow f
between 4, and 4, , and optimize it through the RAFT model. The optimization process is shown in Fig. 1.

Encoder @ MPF -
[1: — =5

Global
Matching
4D Cost Match optical
Volume
! | flow
calculation -
L
Optical flow
optimization

RAFT model T-
iteration
optimization-

Fig. 1. Optimize the flowchart

Build image pixel vector:
C(i,j,ca,cb)=Fl(i,j)-Fz(ca,cb) 4)

Then, this article uses a dual operator to convert the cost quantity into matching reliability, and generates
matching optical flow based on the obtained matching reliability:

M, (i,j)=argmax p, (i, ,c,.c,) (5)
After obtaining the matching optical flow, it is used as the initial optical flow of the RAFT model, and RAFT
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is further trained as the optimizer to obtain the final refined optical flow. After obtaining the complete optical
flow, the forward and backward optical flows are mapped to the input feature map through optical flow warp op-
eration, thus completing the feature propagation of the optical flow. Taking the feature of frame i as an example,
through the optical flow F,_,,, from frame i to frame i +1, the region in frame i/ +1 can be backpropagated to the
corresponding missing region in frame 7 +1, thus completing the update of the feature of frame G. This update
process is implemented through the backpropagation function, and the optical flow propagation module is shown
in Fig. 2.

=
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=
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+1
i—i+l _— Eb’

Fig. 2. Schematic diagram of optical flow propagation module

Therefore, the video restoration process in this article consists of two stages. The first stage is the pre resto-
ration stage, which uses the optical flow propagation module to perform optical flow restoration at the feature
level. At the same time, the output restored optical flow features can provide clear local spatiotemporal correla-
tions for the next stage. Then, using the hybrid pooling based Transformer model [16] from the previous section
as the content repair module for the second stage, modeling the temporal correlation of global long-distance
frames to complete the repair of missing video content in the region. By dividing the modeling into two stages
of near distance spatiotemporal modeling and long-distance spatiotemporal modeling, the local spatiotemporal
characteristics of the optical flow method and the global characteristics of the attention mechanism can be fully
utilized. Decomposing the task into two modules also helps reduce computational costs, making the model more
economical and efficient while maintaining the overall temporal consistency of the model.

For a video sequence with missing areas, it is first fed into an optical flow estimation model based on global
matching and Transformer encoder to calculate the optical flow of downsampled features. Then, an encoder is
used to obtain initial features with the same downsampling ratio as the optical flow, and the features are grouped
according to the distance from the center frame of the sequence. Adjacent frames are grouped together, while dis-
tant frames are grouped together. Next, the adjacent frame features and optical flow are fed into the bidirectional
optical flow propagation module at the feature level to obtain the repaired optical flow and features, completing
the first stage of repair. In the second stage, the repair features obtained in the first stage are fused with the initial
features through a convolutional layer and fed into a content repair module composed of stacked hybrid pooling
Transformer blocks of the same specifications. This module models the global spatiotemporal context and per-
forms further repairs. Finally, the repaired features are fed into the decoder for upsampling to obtain the repaired
video sequence. Dividing the repair process into two stages: on one hand, it clarifies the division of labor among
each repair module, avoiding errors caused by the optical flow model during the initial training stage that may af-
fect the training of subsequent modules; on the other hand, it can further save computing resources, ensuring that
the model can be trained and deployed in a more economical way. The specific process is shown in Fig. 3.
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Fig. 3. Video repair process

3.3 Application of Deep Learning in Video Color Enhancement

Firstly, based on the characteristics of the video image, the original image is downsampled and adaptively par-
titioned to obtain a sparse image, in order to reduce the amount of image data [17]. Then, the MBLLEN net-
work [18] is applied to enhance and combine the sparse image in true color to obtain an enhanced sparse image.
Finally, a mixed histogram matching pair is used to map the color of the original image, and the color enhanced
sparse image is upsampled and restored. Combined with the restored image, the mixed histogram matching im-
age is color compensated to obtain a high spatial resolution video image that conforms to human vision and color
consistency. The process of color enhancement method is shown in Fig. 4.
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Fig. 4. Flowchart of color enhancement methods

197



Application Methods of Deep Learning in Enhancing Visual Effects in Film and Television Post-production

Due to the large amount of short video data, color enhancement processing of raw data is not only time-con-
suming and labor-intensive, but also requires high computer performance. Before processing, it is necessary to
perform a certain proportion of downsampling and thinning on the video impact, and adaptively divide the image
into blocks according to the resampling ratio. Then, the determination of the downsampling ratio of the image
is based on the principle that the smallest interested ground unit in the processed image exists and can be distin-
guished, and the number of blocks is determined according to the downsampling ratio. The schematic diagram of
the sampling principle is shown in Fig. 5.

Determine the number of rows and
columns in the block

§ Block [MN]

oo | oy |

BlockM1 BlockMN
l Resample
Block’M1 Block’MN

Fig. 5. Schematic diagram of sampling principle

Then, the MBLLEN deep learning model is used to intelligently enhance the colors in the video, as shown in
Fig. 6.

16@5%5

16@5%5

Fig. 6. MBLLEN network structure
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The MBLLEN deep learning model (Fig. 4) mainly consists of three parts: feature extraction module (FEM),
enhancement module (EM), and fusion module (FM), FEM utilizes different convolutional layers to extract rich
features, enhances features through different subnets in EM, and fuses multiple branches for FM output, which
can simultaneously solve the problems of image denoising and low light enhancement.

The method of using mixed histogram matching combined with color level compensation for color mapping
can effectively compensate for the color loss caused by histogram matching, and achieve high reproduction of
color enhancement in high-resolution images through sparse image. The specific steps are as follows:

1) Calculate the histogram of the original image and the histogram of the thinned image after true color en-
hancement, and calculate their respective cumulative histograms. For any gray level of the reference image, de-
termine a corresponding gray level in the original image to obtain a mapping curve that matches the histogram:

In the formula, F[x] represents histogram data and i represents grayscale.
2) Reorder the grayscale values of the original image histogram according to the corresponding number of
grayscale values, so that they meet the following criteria:

Hiy|< H[i}] <+ < H[iys] 7

H[x] represents the grayscale value function.

3) For the sorted grayscale values, filter out the corresponding grayscale values with fewer pixels than the total
pixel ratio. Then, deduce the original image grayscale values at the corresponding positions as histogram noise
pixels and remove the noise pixels to obtain the mapping curve. The curve representation method is as follows:

0(i)={i|H[i]<T} (8)

T represents the pixel ratio.

4) There are some vacant areas, and for the vacant intervals generated by denoising the mapping curve, an op-
timized mapping curve is obtained by first connecting straight lines and then smoothing the curve. The original
image and the reference image are color mapped using the mapping curve to obtain the mapped image;

5) Upsampling the reference image to obtain a restored reference image, calculating the mapping between the
restored reference image and the mapped image on the wavelength band, and then performing color compensa-
tion to compensate for the color level loss after matching the mixed histogram, resulting in a high-resolution vid-
eo image with color enhancement [19].

3.4 Artificial Intelligence Video Color Grading Method

Color is an essential element in videos, and the adjustment of color tones in conventional videos often relies on
manual labor, which consumes a lot of time and effort, and cannot guarantee satisfactory results. Therefore, this
article uses reinforcement learning methods to change image color information to meet the color requirements of
different films. Meanwhile, color is a visual expression of emotions in videos. For example, black tones have in-
clusiveness and invasiveness, giving people a sense of mystery and nobility, while blue tones have flexibility and
rationality, giving people a sense of melancholy and detachment from the mundane. Therefore, in the post-pro-
duction process of film and television, how to accurately identify video emotions and automatically match video
tones and emotions is the focus of this study.

Based on the K-Nearest Neighbor regression model [20], a color transfer algorithm is used to fuse the local
color information of the image with the Reinhard algorithm without requiring a large amount of sample data,
achieving a combination of local and global information for color transfer. For the target pixel in the video, K
sample points closest to the point are selected, and then assuming there is a set containing m sample points, the
expression is as follows:

St = {(Pas P )s(Peas P2 ) Pans P )} Q)
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In the formula, P eq.m is a point in the M -dimensional Euclidean space, and P,;;cq.m) is the value corre-

sponding to each sample point. K sample coordinates closest to the new sample point can be selected, and their y
values can be weighted and averaged to obtain the y value of the new sample point, which is expressed as:

p,= z /lipyi (10)

(Paopyi)eSk (px)

In the formula, Si(p,) represents the set of K points closest to the sample point, and 4; represents the weights
corresponding to each of the K sample points. In channel L of the Lab color space, two KNN models are es-
tablished from channel L to channels @ and b using 3 x3 rectangular neighborhood blocks, namely the L values
corresponding to pixel points and a total of 9L values in their N§ neighborhood. The color transfer process is as
follows:

1) Convert the source image S, and the target image 7, from the RGB color space to the Lab color space
using color space transformation matrices;

2) Establish separate datasets for source image S, and target image 75, . The training set for the model con-
sists of a 3 x3 rectangular neighborhood block in channel L of target image T, as well as the values of channel
and channel b corresponding to the center point of the rectangular neighborhood block. The prediction set for the
model consists of a 3 %3 rectangular block in channel L of source image Sy, -

3) For the dataset obtained from target image 75,,, , train two KNN regression models, one for channel a and
the other for channel b, using 3 x3 rectangular blocks in color channel Z;

4) Using the two models obtained above, predict the values of channel ¢ and channel b corresponding to chan-
nel L of source image S;,.,, , respectively.

5) Convert the mapped result image from the Lab color space back to the RGB space, achieving color transfer
from the target image 7},,,to the source image Sy, -

The advantage of color transfer algorithm is that it utilizes the K nearest 3 x3 rectangular blocks in the pixel
block for learning, and uses local features of the target image for transfer. And this algorithm, like the Reinhard
color transfer algorithm, allows for different sizes between the source image and the target image. However, at
the same time, due to the fact that the K nearest neighbor sample points found by the KNN algorithm may be
far apart in the image, the color differences between adjacent pixels in the final result image may vary, resulting
in unnatural color transitions. To address the aforementioned issues with the algorithm, this paper employs the
Reinhard algorithm that combines global statistical features and the KNN algorithm that utilizes local pixel fea-
tures.

The Reinhard algorithm [21] improvement calculates the standard deviation and mean of the three channels of
the target image and the source image separately in the Lab space, and calculates the transformed mean. Using
X to represent a certain color channel in Lab space, and X7}, to represent the value of a pixel point in the target
area in the X channel of Lab space, the resulting new image has the mean and standard deviation information of
the reference image, achieving the goal of color similarity with the reference image.

For special cases where the reference image standard deviation is the same as the source image standard devi-
ation, color transfer that fully preserves details is necessary. For color transfer that balances both color and detail,
the Reinhard algorithm only considers the overall color of the image. For images with complex color combina-
tions and detailed information, the effect of the Reinhard algorithm is not obvious. By analyzing the principle of
the Reinhard algorithm, it can be seen that the Reinhard algorithm focuses on the overall color tone transfer, but
ignores the correlation between pixels in small areas of the image. Therefore, it is very likely to modify the detail
effect of the texture information of the image. In fact, the color values of pixels in two-dimensional space exist
in a certain distribution, and the color value of a certain pixel is only related to a certain neighborhood around it
and is not affected by color values outside the neighborhood. Therefore, after converting the RGB of the source
image and reference image to Lab, the three component values of Lab are still affected by the component values
in the neighborhood themselves. Therefore, based on the Reinhard algorithm process, this improved algorithm
completes the Reinhard algorithm improvement process by transforming color channels, calculating standard de-
viation and mean, and introducing a new local standard deviation ratio factor, adding local reference image and
source image information.
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4 Verification of Post-production Effects in Film and Television

Research on a film and television post-production image segmentation method based on interactive object seg-
mentation algorithm. To verify the practical application performance of the proposed method, a daily shot video
is used as a film and television post-production video as the research object, and the method proposed in this pa-
per is used for image segmentation processing.

ROI region extraction is performed within the selected video set by randomly selecting an image frame
and using the proposed method to select the ROI region within that image. The results are shown in Fig. 7(a).
According to the analysis of Fig. 7(b), the proposed method can effectively determine the ROI region in the vid-
eo image.

(a) Initial contour of image (b) Processed contour

Fig. 7. Initial contour and converged target contour

The experiment on target segmentation performance is divided into two groups. The first group analyzes the
ability of target segmentation, and the second group analyzes the convergence speed. In order to effectively im-
prove the problem of re initialization, a regularization term is introduced into the CV model during the experi-
ment. Analyzing Fig. 7(a), it can be concluded that when using the proposed method for object segmentation, due
to the introduction of interactive information and the use of prior graphics to drive the evolution of the level set
function, the image contour closest to the prior graphics is obtained, which improves the accuracy of object seg-
mentation. Analyzing Fig. 7(b), it can be concluded that due to the introduction of interactive information in the
proposed method and the influence of prior graph guidance, the convergence efficiency of the level set function
is significantly improved. Fig. 7(b) shows that the proposed method has reached a convergence state under the
condition of the 40th iteration, while the basic CV model is still in a state of large segmentation error under the
condition of the 40th iteration. This indicates that using the proposed method for post-production image segmen-
tation can greatly improve the efficiency of the image segmentation process.

At the same time, in order to verify the effectiveness of video restoration, video restoration experiments
were conducted. In terms of datasets, this article uses the most widely used video restoration datasets currently
available: YouTube VOS and DAVIS. YouTube VOS contains 3471 training videos, 474 testing videos, and 508
validation videos, with an average frame length of 150 frames. The DAVIS dataset contains 150 video clips char-
acterized by foreground motion and camera movement. This article uses 50 of them as the test set to maintain
consistency with the method to be compared. All models and variants were trained on the YouTube VOS dataset
and tested and evaluated using the validation sets of YouTube VOS and DAVIS. During the training process,
randomly generated masks are used to mimic missing areas in the video, and randomly shaped masks are used to
evaluate repair performance. Meanwhile, the original high-density labeled object mask provided by the dataset
is used to evaluate object removal performance. It can be observed that after introducing the bidirectional optical
flow propagation module (FP), the model not only recovers to the repair level of the original method, but also
slightly surpasses it in some aspects. This progress is attributed to the unique properties of the two-stage training
model, which optimizes in two independent stages to improve the quality of video restoration. The comparison
between traditional video restoration methods and the video restoration method proposed in this article in terms
of video restoration speed, namely the frames per second (FPS) of processed images, is shown in Fig. 8.
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Fig. 8. Comparison of improved video enhancement model effects

While maintaining the same repair effect as the original method, the improved method significantly improves
running speed and reduces computational resource requirements. This result means that the improved network
structure not only performs excellently in terms of performance, but also is more efficient in practical applica-
tions, which is particularly important for resource constrained environments.

Based on the YouTube VOS dataset, MBLLEN is trained by simulating images synthesized under low light
conditions as labeled images. The original image and the synthesized low light image form a data pair, and the
simulated low light conditions are as follows: Gamma correction and Poisson noise with a peak value of 200
are used for end-to-end training of the network to obtain the trained model. Import the resampled image into the
trained MBLLEN model to obtain the true color enhanced result, and perform geographic information recovery
on the output result. The processing procedure is shown in Fig. 9.

Fig. 9. Comparison of the effects before and after video enhancement

For video color intelligent color matching, the experiment used the color transfer algorithm proposed in this
article to perform common color transfer based on image color emotion on the image. Choose an image of green
grass as the source image, and the storyline of the video at this time is post-war calmness. The video should
express a certain sadness and confusion, and the color transfer algorithm of the K-Nearest Neighbor regression
model improved by the Reinhard algorithm was used to approach the overall color tone of the target image more
closely. Fig. 10 shows the comparison of the images before and after color matching, and Fig. 11 shows the com-
parison of the Colorfulness (CS) and Structural Similarity (SSIM) index between the target image and the source
image when the improved algorithm deals with color tone problems.

This section has completed the post-production image extraction method of interactive object segmentation
algorithm for film and television, and verified the effectiveness of this method from real videos and theoretical
aspects. At the same time, for video restoration and enhancement, the proposed method can compensate for the
color level loss after mixed histogram matching in the video, obtain high-resolution video images with color
enhancement, and finally achieve the effect of automatically adjusting the color tone of the video based on the
movie theme emotion in color adjustment.
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Fig. 10. Comparison of video color adjustment results before and after algorithm improvement
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Fig. 11. comparison of the CS and (SSIM) index between the target image and the source image

5 Conclusion

This article focuses on the research direction of video post-production based on deep learning. Video post-pro-
duction technology has shown significant potential in the fields of video processing and computer vision, aiming
to repair damaged parts in video data in an efficient and spatiotemporal consistent manner to achieve high-quality
visual experience, while enhancing video color effects and locating areas of interest in the video. The core of this
technology lies in simulating the cognitive process of the human visual system to achieve accurate restoration of
damaged video content. Video post-production plays an important role in various practical scenarios, including
but not limited to film post-production, cultural heritage preservation, and facial feature restoration. At present,
video post-production methods based on deep learning suffer from issues such as blurry details, difficulty in
maintaining good temporal coherence, and high training and inference costs that make it difficult to put into prac-
tical applications. In response to the problem of insufficient utilization of temporal spatial contextual information
in current methods, this paper proposes a novel end-to-end network architecture based on spatiotemporal cross
window Transformer. Improved window attention is used to enhance the local spatiotemporal modeling ability
of Transformer and reduce computational complexity, effectively improving video restoration performance and
mitigating temporal artifacts caused by blurry details and poor temporal coherence.

Currently, the accuracy and efficiency of video restoration methods are steadily improving, but there are still
many problems and challenges. In the future, this article will continue to conduct research on video restoration
methods from the following aspects:
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1) The research in this article is mainly based on the current mainstream public datasets. In the future, we will
attempt to shift our research direction towards video restoration of real-world data, collecting data in actual and
specific video scenes to test the performance of the model in real-world environments.

2) The ultimate goal of video post-production tasks is to produce repair results that are difficult for the human
eye to detect defects, and the current methods still have difficulty achieving the level of accuracy required to
“confuse the real with the fake”. In the future, we will attempt to further improve the video restoration model and
conduct research on video restoration of missing areas in various complex scenes. At the same time, further com-
pressing the model size, reducing the number of parameters, and improving the efficiency of video restoration.

3) In the future, we will explore how to combine the video repair model and system proposed in this paper
with Internet applications and websites, build a convenient and fast online video repair website, and realize the
practical application of more portable video repair technology.
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